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Abstract—People Re-Identification has become a topic of in- 
terest due to the increasing use of intelligent video surveillance 
systems in the security industry. In this paper, we implement a 
people Re-Id system comprising three important modules: a) a 
person detection, responsible for detecting people in the image, 
b) preprocessing module, responsible of extracting the soft- 
biometric features of the detected persons, and c) an identification 
module, capable of identifying the detected person. For this 
purpose, a two branches multi-input and one output network 
model is built. The first one receives the body silhouette descriptor 
and the other the clothing texture descriptor. To train this model 
a dataset of 7 identities was built, with 1862 and 481 images 
for training and validation respectively, facing problems such 
as the existing bias in the public datasets. In addition, two 
videos and one validation image set were used to evaluate the 
system performance. The results of our proposal are positive, 
demonstrating that the combination of soft-biometrics features, 
body silhouette and clothing textures of the person increases the 
system ability to Re-Identify a person in images an qd videos. 

Index Terms—people re-identification, soft-biometric features, 
video surveillance, deep learning, multi-input model 

 
I. INTRODUCTION 

Nowadays, Re-Identification (Re-ID) of people is attracting 
a lot of attention due to its high demand and the remarkable 
increase of camera networks installed in public places such as 
airports, universities campuses and buildings, whose purpose 
is the security of people [1]. The main task of these systems is 
the retrieval of instances between cameras that aim to search 
for people in multiple non-overlapping cameras in a controlled 
environment and visual ranges [2], [3], so the problem fits in 
the area of image processing and retrieval. Researches with 
this type of technologies can provide a large number of useful 
applications and/or tools for security, specifically in intelligent 
video surveillance systems that can be key in the fight against 
crime and terrorism [1]. 

In general, for Re-ID two types of features can be con- 
sidered, biometric (hard) and soft-biometric [4]. The first 
ones are the most common, such as: face, fingerprints, DNA 
sequence, retinal characteristics, etc. On the other hand, 
in recent years, another type of characteristics called soft- 
biometrics, have been defined, which, although they do not 
have a high discriminatory power as hard biometrics, are 
of great help in the identification of individuals [5]. Some 
of these characteristics that are used to identify people are 
for example: silhouette, height and width, skin color, hair 
color, gait, distinctive scars, tattoos, etc. In addition, there are 
complementary characteristics such as the color and/or texture 
of the people’s clothing. According [1], these types of features 
alone have a low performance, but combined, they are more 
robust in people Re-ID. 

Re-ID is related to multiple scientific fields such as Com- 
puter Vision, Pattern Recognition and Machine Learning, 
which provide different approaches to its implementation [6]. 
Generally, the implementation of Re-ID systems consists of 3 
main stages: 1) person detection, in which the region of interest 
of the detected person is generated, 2) feature extraction, 
responsible for extracting relevant data from the image, and 
3) person identification, responsible for determining the person 
identity. 

Several studies in the literature address person detection 
and segmentation using Mask R-CNN [7], [8], which is very 
popular in this context. Several techniques have been proposed 
in the literature, such as fully convolutional networks [9] 
(FCN), which improves semantic segmentation performance 
of arbitrary sized images through combining semantic in- 
formation from a deep layer with appearance information 
from a shallow layer, producing more accurate and detailed 
segmentation [10], this technique is frequently implemented 



 
in CNN models [11]. 

On the other hand, preprocessing is necessary, because it 
prevents the model from taking useless data for the system. 
As far as Computer Vision is concerned, there are several 
descriptors that focus on texture recognition and this is the 
case of the local binary pattern (LBP) [12], which describes the 
orientations of the edges in the images in an acceptable way, 
but loses the intensity information, however, it is independent 
of illumination variations. On the other hand, there is the 
Weber local descriptor (WLD) [13], which is able to preserve 
intensity information and also detects edges gracefully, but in 
turn loses their orientations [14]. The histogram of oriented 
gradients (HOG) [15], extracts information from the distribu- 
tion of edges in local regions as a means to represent their 
shape and concentrates on defining an image as a group of 
local histograms [16]. If we talk about the human silhouette, 
a novel approach for recognition is presented using Fourier 
descriptors [17], however, the most commonly used descriptor 
is the binary mask. 

According to the literature, it can be point out that the 
percentage of accuracy for Re-ID, for example using the 
clothing texture, the percentage of accuracy is 48.12% [18], 
using classifiers such as K-means [19] and SVM [20]. With 
respect to body silhouette an accuracy of 77.40% has been 
obtained [21], having as descriptors HOG and SVM classi- 
fier [22]. Accordingly with these results, it is evident that 
soft-biometric features, such as body silhouette and clothing 
texture, are high-performance alternatives for the Re-ID of 
individuals. However, the lack of public data for Re-ID is 
a factor that can negatively influence the training of these 
systems because each of these databases have very low-quality 
images or few variations of images per identity, therefore, the 
systems cannot correctly generalize possible data that are not 
in the database. This factor has encouraged the creation of 
proprietary databases and/or the use of techniques to augment 
their data and variations, also known as data augmentation. 

This paper proposes the development of a Re-ID system 
for people that are positioned in a closed circuit of non- 
overlapping cameras in a controlled environment. The system 
has the particularity of identifying a person at a given point 
and then seeks to identify him or her along its path by 
other cameras (as long as he/she does not change clothes) 

without the need to distinguish his face. To identify them, 
soft-biometric characteristics, such as body silhouette and 
texture of the person’s clothing are used. A database of finite 
identities is created, with different variations in order to build 
an informative pattern that allows the identification of different 
people in different places. For this purpose, Computer Vision 
techniques and Machine Learning models are used to increase 
the accuracy of the Re-ID. 

II. METHODS AND MATERIALS 

Nowadays, Re-ID systems have become an area of high 
interest for the Computer Vision (CV) community [20] due 
to their applications in the security field and the increasing 
demand by companies and public and/or private institutions in 
general [1]. Therefore, a non-intrusive person re-identification 
system was proposed, which allows the automatic analysis of 
the scene for the detection and identification of people through 
different cameras. 

A. System construction 

The proposed system, which is the basis for tracking people, 
was built using the Python language due to its simplic- 
ity, consistency, flexibility and platform independence. The 
XP (Extreme Programming) software methodology [23] was 
applied for its development. The functional scheme of the 
system is shown in Fig. 1, in which three main modules are 
identified: a) Detection and segmentation of people, which 
allows determining the regions of interest (of people) in an 
image or a sequence of images, b) Preprocessing, responsible 
for removing the noise (background) of the images and the 
extraction of the soft-biometric characteristics of a person, and 
c) Identification, which allows determining the identity of the 
detected person. 

B. People detection and segmentation 

The first step for the Re-ID of people is to detect the regions 
of interest over an image sequence [24]. Therefore, a module 
capable of performing this task automatically was developed 
using as a basis the pre-trained model of the Mask R-CNN 
object detector [7], which was imported from the Pixellib 
library [25] to simplify the segmentation of objects in images 
and videos [26]. The Mask R-CNN model consists of four 
phases (see Fig 2), a) the backbone network, based on Faster 

 
 

 
Fig. 1: The functional scheme of the re-identification system consisting of three modules: a) person detection and segmentation 
module, b) pre-processing module, and c) identification module. 



 

LBPriu2 = p=0 

P + 1, otherwise 

 

Fig. 2: Mask R-CNN framework for people detection and segmentation. It consists of: a) backbone network based on Faster R-
CNN, b) Region Proposal Network, c) mapping of generated regions of interest, and d) binary mask generation, bounding boxes 
and classification accuracy. 

 
R-CNN that is responsible for extracting feature maps for the 
generation of regions of interest (ROIs), b) a Region Proposal 
Network (RPN), the ROIs from c) that are used to extract 
corresponding features of interest with the shared feature maps 
using d), a stack of Fully Connected Layers (FC) and a Fully 
Convolutional Network (FCN) for instance segmentation and 
object classification, where they are processed to generate the 
classification accuracies, bounding boxes and binary masks 
(see Fig. 2). 

 
C. Pre-processing 

The preprocessing module is used to remove the back- 
ground and extract the soft-biometric features from the images 
obtained by the previous module and to convert them to a 
system-readable format. The scikit-learn [27] and OpenCV 
[28] libraries, two of the most widely used libraries in image 
analysis and processing, were used to develop this module. 

1) Background deletion: Detection of people with different 
cameras may differ due to noise in the environment, affecting 
image feature extraction [29]. Background removal is widely 
used in scenarios where foreground objects need to be detected 
in image sequences [30]. This concept can be applied for 
background removal to discard irrelevant information [31]. 
The background subtraction method is used as shown in Fig. 3, 
where the images to be analyzed by the system in a) these 
are read through the person detection module and this detects 
instance binary masks and the coordinates of the Regions 
of Interest (ROIs) b) are generated, subsequently, these data 
pass to the background subtraction module where we used 
the equation (1) (in which M is the binary mask, F us the 
original image in where the binary mask is applied and R is 
the resulting image), and finally the images are cropped to 
extract the region of interest. 

With the outputs of the people detection module a), the 
binary mask and the coordinates of the regions of interest of 
the detections generated b), equation (1) is applied, where M 
is the binary mask, F is the original image on which the mask 

 

removed, and finally c) the image is cropped to extract the 
region of interest. 

R = M · F (1) 

2) Extraction of soft-biometric features: In many occasions 
it is complicated to identify a person by means of the face in 
a video surveillance system [1]. In this work we propose to 
use the person as a single object [32] (holistic representation) 
and the extraction of two soft-biometric features for its Re- 
ID, such as: the silhouette of the person and the texture of his 
clothes. 

a) Clothing textures: Different methods have been pro- 
posed to describe the textures of a person’s clothing in an 
image, e.g., Fourier spectrum, Gabor, Wavelet and Local Bi- 
nary Pattern (LBP) filters. In this work, the uniform LBP filter 
was implemented to generate the texture descriptors because of 
its computational simplicity, tolerance to illumination changes 
and its discriminative power. The LBP filter labels each pixel 
of the image through an analysis of its neighborhood, studies 
whether the gray level of each pixel exceeds in a certain 
threshold and encodes this comparison using a binary number, 
forming a byte of information. To determine whether a pattern 
is uniform there must be at most two jumps between 0 and 1 
or between 1 and 0 as indicated in equation (2). Where P is the 
number of neighbors to be considered, R is the neighborhood 
size, and gc and gp are the gray values of the central pixel and 
each the pixels in the neighborhood, respectively, and U(LBP) 
is the uniform LBP, which is defined in equation (3). By using 
this variation of LBPU(LBP), the complexity of the descriptor 
is reduced and invariance to rotations is obtained [33]. To 
implement this method, the ”local binary pattern” module of 
the ”scikit-image” library was used, with a radius of 3 and a 
default number of 24 points. Finally, a filtered image as shown 
in Fig. 4, is generated. 

(ΣP−1 s(gp − gc),    if U (LBPP,R) ≤ 2 
 

 P,R is applied and R is the resulting image with the background 
(2) 



 

Σ

 
Fig. 3: Background subtraction method, which consists of: a) image reading, b) generation of binary masks and bounding 
boxes coordinates, and c) image cropping and background removal. 

 

U (LBP ) = |s(gP −1 − gc) − s(g0 − gc)| 
p−1 

+ s(gp − gc) − s(gP −1 − gc)   (3) 
p=1 

 
 
 
 
 
 

Fig. 5: Binary masks of detected people. 
 
 

 
 
 

Fig. 4: Filtered images using LBPU. 

 
b) Person silhouette: Person silhouette is another feature 

that can be used to identify he or her, when it is not possible 
to see their face, improving the robustness of the system to 
variations in scale, poses, lighting and clothing changes [34]. 
We propose the use of a binary mask as a descriptor of the 
silhouette of a person for its identification. This mask is one 
of the outputs of the Mask R-CNN model, which is trimmed 
according to the coordinates of the person’s ROI, obtaining 
binary masks as shown in Fig. 5. 

D. Re-identification model 

Deep learning models for person re-identification have 
proven to be more robust than other methods, allowing deep 
feature extraction [6], so the use of large amounts of infor- 
mation for model training has become an approach in the 
field of person  Re-ID [35],  [36]. One  of the most  widely 

used approches in deep learning based person Re-ID is the use 
of classification models, also known as identification models, 
in which Re-ID is considered as a multi-class classification 
problem as presented in [36]. Deep learning models with 
multiple inputs for image classification have enabled the 
diversification of images, facilitating the use of different data 
structures, e.g., images, matrices, vectors, scalars, and text, 
in order to achieve more robust models [36]. This work Re- 
ID is approached as a classification problem, in which we 
train the model using seven identities. The proposed Re-ID 
model in this work is a multi-input classifier, for its design 
we considered the strengths and patterns in which layers are 
stacked in neural network architectures as in the literature 
such as AlexNet and LeNet. To implement this module we 
use the Keras tool [37], a high-level API written in Python, 
used for the simple implementation of neural networks. The 
model consists of two branches, each accepting different 
types of input. In the first branch we receive an image of 
the clothing texture of the person of interest filtered with 
the LBPU algorithm, while the second branch receives the 
binary mask of the person’s silhouette. The designed model 



 

has 3,345,543 trainable parameters, its architecture consists of 
two similar branches with a 40x40 input, a convolution layer 
with 32 3x3 filters, a MaxPooling layer with a 2x2 filter and 
a 2x2 stride. These two branches are combined and passed 
through two fully connected layers of 256 neurons and finally 
through an output layer of 7 neurons (one for each identity) 
with a “softmax” activation function, often used for image 
classification [36]. The outputs of the model correspond to a 
vector of 7 elements with the probability of correspondence 
of the inputs with each class, where the index of the highest 
value corresponds to the inferred class (Fig. 6). 

E. Training and validation dataset 

Public datasets used in the literature for re-identification of 
individuals using CNNs are limited due to: small number of 
images per identity, images captured with few variations, small 
number of cameras to capture the samples, etc. (data bias), 
causing overfitting in models trained with this data [38], [39], 
this problem is common when using deep learning models 
[40]. For this reason, a proprietary set of images (dataset) was 
collected in this work for testing and validation of the Re-Id 
system. This contains 7 different identities. Each one has at 
least 105 images divided into two groups: training (with 85 
images) and test (with about 20 images). 

These samples were captured in two scenarios with natural 
illumination. To solve the problem of low variation of the 
public datasets, different captures were taken in different 
perspectives of the participants, as can be seen in Fig. 7. In 
addition, data augmentation technique was used to improve 
the robustness and accuracy of the approach. We generated 10 
variations of each capture, using the “ImageDataGenerator” 
module of Tensorflow [41]. The data generator configuration 
parameters were a rotation range of 10 degrees, a horizontal 
and vertical displacement range of 0.1, a zoom range of 0.1 
and with horizontal rotation. Finally we have a total of 1862 
training images and about 481 test images. 

III. EXPERIMENTAL RESULTS 

In this section we report the experiments and the cor- 
responding results of the proposed approach. A proprietary 
database with 12,295 images of 7 identities was used to 
evaluate its effectiveness. An MSI GL62M 7RDX computer 
running on Windows 10, an Nvidia GTX 1050 video card with 
4 GB GDDR5, 16 GB of RAM and an Intel core i7-7700HQ 
processor were used. 

A. Training of the re-identification model 

For the training of the Re-ID model we used the validation 
and training data of the data set described in section II. A loss 
function ”Categorical Crossentropy”, an optimization function 
”RMSProp” and a learning degree of 0.001 were used. To 
avoid overfitting the model, it was decided to train the model 
using the ”k-fold” cross-validation technique, in which the 
data are partitioned into k equal or similar segments on which 
training and testing is done in k iterations, so that in each 

iteration we leave one segment for testing and the rest of k-1 
segments for model training [42] 

A value of k equal to 3 was taken. Therefore, three 
models were trained for the Re-Id, from which those with 
the best learning curve and the best accuracy results during 
the evaluation were selected. The first one was trained with 
the descriptor of clothing textures, the second one with the 
descriptor of people’s body silhouette, and the third one with 
the combination of these two descriptors. The results of the 
three models are shown in Table 1, where the combination 
of the LBPU and Binary Mask descriptors (model 3) has 
better results than the other resulting models (models 1 and 2) 
during training. In model 3, an accuracy of 71.58% is recorded, 
having an increase of 2.94% and 28.59% with respect to 
models 1 and 2, respectively. However, the training time is 
the highest, by more than one minute. Reflecting an increase 
of 81 and 89.2 seconds over models 1 and 2, respectively. 

TABLE I: Model results during training 
 

Model Descriptors Accuracy Training time 
1 LBPU 68.54% 59sec 
2 Binary mask 42.99% 50.8sec 
3 Binary mask + LBPU 71.58% 2 min 20sec 

 

B. System performance 

To evaluate the performance of the proposed system, two 
videos captured with two disjunctives 12 and 13 megapixel 
cameras placed in a corridor with natural lighting were used, 
trying to cover the maximum possible field of view (see 8). 
The two cameras were positioned opposite each other, so that 
camera 1 points towards the stairs of the corridor (starting 
point of the trajectory of the filmed persons) and camera 2 
points to the opposite side. The time duration of the videos 
was 21 seconds, read with a latency of 25 frames per second 
and a resolution of 3840x2160 pixels 

System processing times and accuracy were measured to 
identify the correct classes in the proposed experiments. Accu- 
racy indicates the fraction of correct predictions of the model, 
this metric can be measured using equation (4), which relates 
the number of true Positives plus true Negatives to the total 
number of inferences made. Indicators in Table 2 measure the 
processing times, the first one measures the time the system 
takes to process a video, the second one the time in which 
each frame is preprocessed, and the third one the time needed 
to identify the detected person. Additionally, the accuracies 
obtained during this test were compared, the results indicate 
that: 1) model 3 is the slowest to process a video, with a 
duration of 166.722 seconds and an increase of 34.356 and 
43.368 seconds with respect to models 1 and 2, 2) model 1 is 
slower during preprocessing, with a time duration of 0.0079 
and an increase of 0.0016 and 0. 0021 seconds with respect 
to models 1 and 2, 3) models 3 and 1 are the slowest during 
person identification with a duration of 0.0101 and 0.0107 
respectively and an increase of about 0.0005 seconds with 
respect to model 2, and 4) model 3 has the best accuracy 



 

 

Fig. 6: Design of the people re-identification model architecture. 
 
 

 

Fig. 7: Dataset samples. 

TABLE II: System performance results 
 

Model Time Accuracy 
Total Pre-processing Identification 

1 2.2061min 0.0079sec 0.0107sec 33.13% 
2 2.0559min 0.0063sec 0.0095sec 30.31% 
3 2.7787min 0.0058sec 0.0101sec 38.57% 

 
 

identify a person, this is evidently due to the complexity 
of this descriptor. Furthermore, it can be determined that 
the combination of the U(LBP) and binary mask descriptors 
improves the Re-ID results of this proposal 

 

 

accuracy = 
 

C. System validation 

TP + TN  
 

 

TP + TN + FP + FN 
(4) 

 
 
 

 
Fig. 8: Location of cameras to capture test videos. 

 

results, yielding a rating of 38.57% outperforming model 1 and 
2 with 5.44% and 8.26% respectively. This denotes that the 
integration of the U(LBP) filter in the system flow, increases 
the computational cost to process a complete video and to 

To validate our approach, we prepared a set of 57 images 
(from all the 7 identities) that were not included during 
training. We measured: 1) precision (5), 2) recall (6), 3) F1- 
score (7) and 4) accuracy (4) of the models. These metrics 
allows us to: 

• Precision: measure the proportion of positively predicted 
cases that are correct. 

• Recall: measures the proportion of true positive cases 
that have been correctly predicted. 

• F1-score: is the harmonic mean of precision and com- 
pleteness, allowing the ratio between these two variables. 



 

·

±

Finally, accuracy allows us to measure the percentage of 
model hits [43]. Table III shows that model 3, in general, has 
the best prediction results with respect to models 1 and 2, with 
an accuracy of 45.61% and an F1-score of 0.4555, reflecting 
an accuracy improvement of 5.26% 14.03%, and an F1-score 
improvement of 0.0314 and 0.1810 respect to models 1 and 
2, respectively. 

From a multi-input classifier, the attributes of a proprietary 
dataset have been trained. Our proposal can be used in a single 
and multi-camera video surveillance environment. 

The results obtained by the model that combines the pro- 
posed soft-biometric characteristics reflect an accuracy in the 
Re-ID of people of 71.58%, which is much better than the 
results obtained by the other models. For the validation stage, 
two types of tests were proposed and used to determine TP  

Precision = 
TP + FP  

TP  
Recall = 

TP + FN  

F 1 = 2    precision · recall  
precision + recall 

(5) 

 
(6) 

 
(7) 

the performance of the system. In the first test, two videos 
were used, taken with two cameras placed across a corridor, 
showing a single person. For the second, a set of 57 images 
were prepared by mixing captures of the 7 validation data 
identities from our proposed image set. 

The results of the first test on the system, shows that 

The results obtained in this research work demonstrate that 

TABLE III: Measurements for the evaluation of Re-ID models. 

 

Model Precision Recall F1 Accuracy 
1 0.5095 0.4035 0.4241 40.35% 
2 0.2895 0.3158 0.2745 31.58% 
3 0.6245 0.4561 0.4555 45.61% 

 
the use of soft-biometric features positively influences the Re- 
ID of people in situations where other types of features cannot 
be extracted, either due to low image quality, illumination 
changes, occlusions, and others. The use of deep learning 
techniques and soft-biometric features allowed to improve 
the performance of the Re-ID system because these models 
can learn from deep features. By extracting these features, 
we focus their attention on the important information, and 
the proposed combination of soft-biometric features (clothing 
texture and body silhouette) allowed a more robust character- 
ization of a person. The obtained measurements, shows that 
combination of features, improves the Re-ID system capacity, 
with an increase of 0.0314 from the use of clothing textures 
and 0.1810 from the use of silhouette. However, this can be 
further improved by using more descriptors. 

The results obtained from the evaluation of our system 
are close to obtained in [44], in which they used Color 
Histograms (CH), Gabor Filter Banks (GBF), Color Structure 
Descriptors (CSD), and Local Binary Pattern (LBP). CH+GBF, 
CSD+LBP and CH+GBF+CSD+LBP obtained 0.28, 0.37 and 
0.40 precision, respectively. Results are also close to the 
results obtained in [45], where they use CH and Multi Block 
Local Binary Pattern (MB-LBP) with a difference of 0.03. 
Accordingly, it can be indicated that our model could perform 
better than those proposed in [44] and [45]. 

IV. CONCLUSIONS 

This paper proposes a deep learning-based system for the 
Re-ID of people using two descriptors, the first one the texture 
of their clothing and the second one their body silhouette (soft-
biometric features). This system addresses all the tasks 
necessary to perform Re-ID, which includes person detection, 
image and video pre-processing, and person identification. 

the combination of body silhouette and clothing texture de- 
scriptors give better results than the individual use of these 
descriptors. This resulted in an accuracy of 38.57% with 
respect to the second proposed test where the system achieved 
an accuracy of 45.61% and an F1 score of 0.4555. These 
results demonstrate the robustness and efficiency of the system 
when using the combination of features proposed in the Re-ID 
of persons. 

According to these results, a great potential of using soft- 
biometric features in combination with deep learning model 
and/or algorithms, which have gained relevance in this field, 
is demonstrated. Therefore, this work can be a solid basis for 
developing robust re-identification systems that can be used by 
public and private entities to improve security in their facilities. 
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[33] Ó .   Garcı́a-Olalla   Olivera   and   E.   Alegre   Gutiérrez,   “Descripción 
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