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Abstract. This article presents an application based on the learning of coopera-

tive control of robots, for its development is used a 3D environment made in the 

UNITY 3D software; and a mathematical simulation software MATLAB where 

advanced control algorithms are developed, this with the objective that the un-

manned ground vehicle (UGV) and the unmanned aerial vehicle (UAV) execute 

an autonomous locomotion and can perform cooperative tasks, analyzing the sta-

bility of the proposed control based on the behavior of control errors and showing 

the effectiveness of the controller, as in previous works are shown training con-

trollers between robot of the same type, in this case the training control is carried 

out between heterogeneous robots. Finally, the experimental tests are presented 

with a user iteration and immersion in the virtual environment where the results 

obtained from the proposed cooperative control are validated, in order to execute 

the best design of the cooperative controller in the physical omnidirectional ter-

restrial and unmanned aerial mobile robots obtaining a significant cost reduction 

in the development of the experimental tests. 

Keywords: Learning, Cooperative Control, UNITY 3D, Advanced Control. 

1 Introduction 

Robotics, due to its diverse applications, has been focused in multiple research works 

as defined in [1],[2],[3]. Robots are found in various fields of knowledge and research:  

i) space exploration, with robots designed for territory reconnaissance and sample col-

lection, such as NASA's Curiosity robot. [2]; ii) industrial sector, using robot arms fo-

cused on infrastructure construction with higher speed and precision, which are visually 

controlled, such as the KUKA robot from KUKA AG [3]; iii) in health sector, assis-

tance, rehabilitation and operation robots such as the DaVinci Ro-bot have been cre-

ated. This robot has presented robots that interact with great accuracy and precision in 

the intervention with patients [4]; vi) in security, QinetiQ's Talon robot has been devel-

oped for surveillance on land and in water [5]; vii) in transport logistics, there are robots 
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with mobile autonomy capable of navigating in or out of storage facilities for merchan-

dise, such as RB-THERON robot, and among others. Robot manipulation tasks and 

robot control can be performed autonomously, semi-autonomously or tele-operated, 

which requires the design of advanced controllers. These controllers are developed un-

der the knowledge of kinematic and/or dynamic characteristics of the robot  [7]. In this 

context we can categorize two research groups defined for mobility, terrestrial or aerial. 

First the Unmanned Ground Vehicles (UGV), which operates on the ground, i.e. on 

surfaces such as soil, pavement or grass[4], to move in their environment are equipped 

with wheels, tracks or legs [8][9]; and secondly, Unmanned Aerial Vehicles (UAV) [7], 

which are aircraft that can be remotely controlled or fly autonomously using a repro-

grammed automation system[5]. These robots are a versatile tool for solving complex 

mobility tasks in various fields because each robot has diff erent locomotion capabili-

ties. Therefore, several works [10] focus on the development of cooperative controllers 

for these robots [6],[7],[8].  

Cooperative control is based on the coordinated work of two or more robots to exe-

cute different tasks together, sharing information and making decisions in real time. Its 

purpose is to improve effectiveness and efficiency by achieving a common goal 

[12],[5]. For decision-making can be executed in two ways: I) Centralized Control, 

where the robots depend on a central unit (computer) who is mainly in charge of the 

control of the robots that are part of it [13]; and II) Decentralized Control this type of 

control allows the robots to work independently, i.e., the actions of one of them should 

not be connected with the robots that are part of the task which allows the system to be 

faster and more versatile [14]. For the design of cooperative control, a  cascade for-

mation scheme is used. The centralized part of the controller is in responsible for the 

training between robots, while the decentralized part of the individual kinematic control 

of each robot, by dividing into these two parts, it is possible to achieve greater efficiency 

and coordination of each robot allowing that in case of failure of the central control do 

not lose control over their movement [7], [9],[10]. 

In the study and development of this type of controllers, it is essential to have the 

physical robots to evaluate the performance of the controller [14],[11] however, the 

cost of each robot is high, therefore, it is not accessible in the educational field. The 

implementation and development of a simulation environment turns out to be helpful 

for the user to test the control algorithms, and especially by having a virtual environ-

ment, it allows realistically validating the controller and behavior of the robots 

[15],[12]. 

This work proposes to implement a heterogeneous cooperative control algorithm be-

tween a UGV ground robot and a UAV unmanned aerial vehicle which allows complex 

tasks to be carried out through the coordination of the UGV with the UAV [13]. In 

addition, a virtual environment is developed and implemented that allows the immer-

sion and interaction of the user with the cooperative system to evaluate the proposed 

controller. The virtual environments have to be as exact as possible for their proper use 

and the evaluation of the errors for the correct corrections of the con troller.[14],[15] 

With this, the implementation of the controller in the robots in the real part becomes 

safer and more reliable. This leads to reducing implementation costs and different tests. 
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This article is organized as follows: In Section 2, conceptualization of the process, 

while in Section 3 the mathematical modeling is described, subdivided into the terres-

trial and aeria l kinematics section, in Section 4 the controller design in conjunction with 

stability analysis; Section 5 presents the virtualization of the simulation environment; 

and finally, the results are presented in Section 6. 

2 Process Conceptualization  

This section presents the methodology implemented for cooperative autonomous con-

trol between an aerial robot and a ground robot. Figure 1 shows the proposed method-

ology, which considers six main stages: digitization resources, control scheme, virtual 

simulation, and experimentation environment. 

 

 

Fig. 1. Process conceptualization, 

(i) Resources, at this stage the resources needed for the development of the proposal 

are presented, such as: taking into account the characteristics and properties of the vir-

tual reality environment; the ground robot to be used; and the aerial robot; (ii) Digital-

ization, this stage is responsible for digitizing external resources (Robots, environ-

ments, users), in order to be incorporated into a 3D virtual simulation environment. For 

digitalization, the 3D models of each robot and its movement characteristics are mainly 

considered.; (iii) Mathematical modeling, this is responsible of determining the math-

ematical models that represent the restrictions and characteristics of movement of each 

robot. Independent modeling processes are considered for each robot, however, for each 

robot the sub-stages of conceptualization, theoretical formulation, and identification-

validation of robot dynamic parameters are considered; (iv) Control scheme, at this 

stage the design of the cooperative control algorithm is carried out, in order to execute 

autonomous tasks between a UGV and UAV. In addition, the mathematical analysis of 
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the evolution of cooperative control errors is considered.; (v) Virtual simulation, Here 

the implementation of the proposed control scheme is considered  to analyze the behav-

ior of robots in a virtual environment when executing autonomous cooperative tasks. 

The virtual simulator is implemented in the Unity3D graphics engine and considers the 

user's interaction with the environment through virtual reality devices, such as: HTC 

Vive, Oculus Quest 2, among others; and finally (vi) Experimentation environment, 

the control algorithms proposed and previously validated in the virtual simulator are 

implemented experimentally.  

3 Mathematical Modeling 

The mathematical model of the robot allows describing the motion of the robot over the 

working space. The model considers the movement restrictions of the terrestrial robot 

and the aerial robot. The mathematical model used in this work is the kinematic model, 

which allows the relation of the robot maneuvering velocities with the velocities of the 

working space or in other words relates the operational coordinates of each robot with 

the generalized coordinates 

3.1 UGV Kinematic Model 

Figure 2 shows the kinematic configuration of the UGV on the fixed workspace  R . 

For this case study an omnidirectional terrestrial robot is considered.  

 

 

Fig. 2. Kinematic configuration of the UGV. 

The kinematic model of the omnidirectional robot is composed of three velocities, 
lo

, 
mo  and 

o . Where, 
lo  is the frontal linear velocity; 

mo  is the lateral linear velocity; 

and 
o  is the angular velocity that rotates around the N  axis. These velocities are 

defined within the moving reference frame of the robot. The motion of the robot about 

the fixed reference system  R  is defined by: 
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Writing in matrix form the equation (1), which represents the kinematic model of the 

omnidirectional robot results:  

        ( ) ( ) ( )ot t=
o o

η J v  (2)  

where, ( ) 3t η  represents the velocity vector at the interest point of the robot with 

respect to the fixed inertial reference frame  R ; ( ) 3t 
o

v  is the vector of robot 

maneuverability velocities with respect to the moving reference system  O ; and 

( ) 3 3x

o 
o

J  is the Jacobian matrix of the omnidirectional robot that represents the 

motion characteristics of the robot and maps maneuverability velocities of the robot to 

motion velocities within the fixed reference frame  R . 

3.2 UAV Kinematic Model 

Figure 2 shows the kinematic configuration of the UAV robot to move in 3D sp ace as 

a function their maneuverability velocities. In this case study, a quadrotor is considered. 

 

Fig. 3. Kinematic configuration of the UAV 

The UAV robot considered in this work has four maneuverability velocities described 

in the mobile reference system  U . Three linear velocities: 
lu , 

mu  and 
nu  that 

allow the lateral, frontal and elevation displacement in the 3D space respectively and 

an angular velocity 
u  that allows to rotate the UAV around the N  axis of the mobile 

reference system  U . To obtain the kinematic model of the UAV, it is considered 

that it works at small velocities, therefore, the pitch ( )  and roll ( )  angles are zero. 

Then, the kinematic model describing the motion in space of the UAV is represented 

by 
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Written in a matrix form (3), the kinematic model of the UAV can be denoted as:                                        

        ( ) ( ) ( )ut t=
u u

ξ J v  (4)  

where, ( ) 4t ξ  represents the velocity vector of the interest point with respect to the 

inertial reference frame  R ; 4uv  is the maneuverability vector of the UAV with 

respect to the moving reference frame  U ; and ( ) 4 4x

u 
u

J  is the Jacobian matrix 

that represents the motion characteristics of the UAV and maps the UAV velocities to 

velocities in the fixed frame  R . 

4 Controller  

Figure 4 details the multilayer scheme of the control strategy proposed for the cooper-

ative control of two heterogeneous robots. The multilayer scheme is composed by five 

layers. 

 

Fig. 4. Multilayer control scheme. 
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1. Task planning.  In Off-Line planning, the task is defined, i.e., the initial parame-

ters of the robots are established; the desired structure of the cooperative control is 

specified, in other words, the desired shape and position of the structure; and the desired 

trajectory and velocity parameters for the formation are established. On-line planning 

allows to generate desired trajectory changes in order to avoid obstacles within the 

working environment. Changes of the formation structure, e.g., passage through aisle, 

change of position of each robot, among other parameters that can modify the structure 

or velocity changes while the task is in progress. 

2. Cooperative Control. This layer contains the cooperative controller, here the ref-

erences for each robot are generated, that is, depending on the desired structure and 

depending on each current position of each robot, the controller is responsible for gen-

erating the references of positions and velocities for UGV and for the UAV. Thus, cou-

ples the operation of the two robots to achieve the desired goal. 

3. Non-Linear Control. This layer performs the non-linear control of each robot, in 

other words, it is a  decentralized control layer, which is responsible to accomplish that 

each robot fulfill the references provided by the previous layer of cooperative control. 

The controller used for each robot is a controller based on inverse kinematics. 

4. Robots. This control layer contains the available robots (omnidirectional ground 

mobile robot and the unmanned aerial vehicle). In this layer the references of the ma-

neuverability velocities of each robot are injected, allowing to observe their behavior 

in the working environment. 

5. Working Enviroment. Finally, there is the working environment stage, where the 

structure of the environment is defined, in this case a partially structured environment 

is presented to observe the behavior of the robots in presence of various obstacles. 

4.1 Control Scheme 

Figure 5 shows the proposed control scheme for robot training (cooperative control). It 

consists of two sections: i) the shaping controller, which is responsible for generating 

the desired positions and velocities for each robot; and ii) the decentralized controller 

section, where the controller is set for each robot.  

Fig. 5. Control scheme. 
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First, there is the shaping control, which results in a centralized control that unifies the 

kinematics of both robots and provides a control structure for the robots to execute a 

desired task together. In order to establish the formation controller, it is established to 

obtain the kinematics describing the position and shape of the cooperative control. 

4.2 Formation Kinematics 

The shaping structure proposed for this case study is defined on the workspace  R . 

The shaping approach considers two aspects: i) the position of interest to be formed by 

the two robots, defined as 
pB ; and ii) the shape that this structure should be moved 

over the desired task 
F

A . Figure 6 presents the proposed shaping scheme. 

 

Fig. 6. Kinematics of the formation structure for cooperative control. 

For the formation controller, the model that relates the velocities of each interest point 

of the robots to the velocities of the virtual formation is obtained. The direct kinematics 

of the virtual formation is defined by: 
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where, ( ) 3t 
P

B  is the vector that represents the center point of the formation in 3D 

space; and ( ) 3t 
F

A  is the vector of the virtual shape that contains the virtual dis-

tance between the two robots, the inclination angle ( )t  and the orientation angle ( )t

.  Now, in order to get a model that allows to describe the formation as a function of the 

velocities of each robot, the partial derivative of ( ) 3t 
P

B  and ( ) 3t 
F

A  is de-

termined, thus giving the kinematic model of the formation defined as follows:  

( )

( )

( )

( )

( )
x

y

z

h t

t h t t

h t

 
 

= = 
 
 

p P c
B J v  ( )

( )

( )

( )

( )

d t

t t t

t





 
 

= = 
 
 

F F c
A J v  (5)  

rewriting (6) in a compact form the kinematic model of the virtual formation results:  

( ) ( )t t
 

= = 
 

P

PF c

F

J
h J h

J
  (6)  

where, ( ) 6t h  is the velocities vector  of the virtual formation; 

( ) ( ) ( ) 5
T

T T
t t t = 

 c d dh ξ η  is the vector of reference velocities for each robot in 

the fixed frame  R ; and 6 5PFJ  is the Jacobian matrix of the virtual formation 

that relates the velocities of the point of interest of each robot to the velocities of the 

formation in the 3D space. 

4.3 Formation Controller (Centralized Control) 

The proposed formation controller is based on inverse kinematics. The control objec-

tive is to drive the formation errors close to zero, in other words, 

( ) ( ) ( )( )lim lim
t t

t t t
→ →

= − →
d

h h h 0 . Then, a control action must be obtained to carry out 

this objective, the proposed control law is defined by: 

( ) ( ) ( )( )t t t+= +
c PF d

v J h Kh   (7)  

where, ( )td
h  is the vector of the desired velocity of the task (Trajectory Tracking); 

5 6+ PFJ  is the pseudoinverse matrix of 
PF

J ; ( ) 6
T

T Tt  =  p F
h B A  is the vector 

of formation control errors; and 
6 6K  is a  positive diagonal matrix that weighs the 

control errors. Now, the reference parameters for each robot are given by the vector 

( ) ( ) ( )
T

T T
t t t =

 c d dv η ξ  and the desired positions for each robot are determined 

by ( ) ( ) ( )
T

T T
t dt t t =

  c d dv η ξ . 
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4.4 Nonlinear Controller (Decentralized Control)  

The decentralized control block is responsible for each robot to comply with the refer-

ences provided by the formation control block. For this purpose, each robot receives its 

velocity and position command, i.e., the UGV and UAV receive the references and 

internally execute the controller to accomplish the desired task. The control law pro-

posed for each robot is defined as a function of the inverse kinematics of each robot, 

the law of each robot is given by: 

( ) ( ) ( )( )1t t t−= +
refo o d o

v J η K η   (8)  

( ) ( ) ( )( )1t t t−= +
refu u d u

v J ξ K ξ   (9)  

Equation (9) represents the controller for the omnidirectional robot (UGV). Where,  

( ) 3t 
d
η  is the desired velocity vector; ( ) , ,

T

x yt    =  η  is the vector of control 

errors of UGV; 3 3oK  is a  diagonal matrix with positive values that weights the 

control errors; and 1 3 3− oJ  is Jacobian inverse matrix of the omnidirectional terres-

trial robot. Finally, equa tion (10) is the controller for the UAV, where ( ) 4t 
d
ξ  is the 

desired velocity for UAV; ( ) , , ,
T

x y zt     =  ξ  is the control error vector; 

4 4uK  is a  positive diagonal matrix weighing errors; and 1 4 4− uJ  is the inverse 

matrix of the Jacobian of the aerial robot. 

4.5 Formation Controller Stability Analysis 

For the stability analysis of the formation controller a perfect velocity tracking is con-

sidered, i.e., ( ) ( )t t
c

h v . Therefore, equating equations (6) and (7) we obtain the 

closed-loop equation: 

( ) ( )t t+ =h Kh 0   (10)  

Now, let us consider a Lyapunov ( ) 1

2
V h h h=  candidate. Then, deriving ( )V h  with 

respect to time and replacing (11) results: 

( ) TV h = −h Kh   (11)  

The sufficient condition to guarantee stability is that ( ) 0V h  . Which is true since 

6 6K  is a  positive diagonal matrix, then, 0T− h Kh . And therefore, 

( )lim
t

t
→

→h 0  then the control errors of the formation are asymptotically stable. 

The stability analysis for the robot controllers is similar to the previous analysis, 

since the control law is equal and the gains of each controller  3 3oK  and 
4 4uK  are positive definite matrices. Then, also the control errors of each robot are 

asymptotically stable. 
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5 Virtualization  

 

Fig. 7. Virtualization scheme. 

For the virtualization of the terrestrial and aerial robot, digital models of a robot with 

omnidirectional traction and an unmanned aerial robot with four rotating propellers are 

used.  For the environments where the cooperative tasks are executed with the robots, 

outdoor field and urban environments are taken into account. It is important to mention 

that it is necessary to generate real life scenes where the same conditions are considered 

and that guarantees the similar behavior to the real one of the robots in the environment. 

This virtual environment has the devices, resources and essential elements for the im-

mersion and interaction with the audio and video of the environment. The stages im-

plemented for this virtualization are described as follows: 

1. External Resources: These resources comprise four elements that are part of the 

virtual environment: the scenery, the terrestrial and aerial robot, including the avatar 

that represents the user immersed in the virtual environment. To carry out the modeling 

and 3D digitalization of these resources. CAD design tools are used such as: Solidwork, 

Autocad 3D, Blender 3D, among others. Subsequently, using Auto-Desk 3D, 3DS Max 

or Rinho 7 software, we export the 3D design as. fbx extension. This format allows us 

to integrate the models and incorporate animations using Unity 3D software. 

2.  Graphics engine: The Unity3D graphics engine is used, for which there are two 

basic elements when developing a virtual environment: one is the Virtual Scenario, 

which includes all the external resources digitized in. fbx extension, audios among other 

elements that allow the user to feel as if they were in a real environment, and the second 

element is the programming scripts or programming code that allow through mathe-

matical models to emulate the real behavior of the UGV and the UAV. 
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3. Control Scheme: It allows to implement the advanced control algorithms for driv-

ing the UAV and UGV autonomously, in order to execute cooperative tasks in partially 

structured environments. For this case study, a multilayer scheme is considered (see 

Figure 4) that allows the implementation and validation of different control strategies 

in the virtual environment. 

4. Human Operator: Through a virtual interface it is possible to change the refer-

ences of the different controller parameters within the virtual simulation. It also allows 

adding perturbations to determine the behavior of the UGV and the UAV. It is also 

possible to perform wireless communication to transfer the reference velocities from 

the MATLAB software to the real robots. 

6 Analysis and Results 

Figure 8.a presents the UAV considered in this work, together with its virtualization for 

the Unity3D environment. Figure 8.b presents the real and digitized UGV for the Unity 

environment. Each digitized robot has the motion characteristics that allow emulating 

the behavior of each of them within the virtual environment. 

 

 
Fig 8.a. Quadcopter robot digitization. 

 
Fig. 8.b. Omnidirectional robot digitalization. 

Fig. 8. UAV and UGV Real Robots digitized for Unity 3D environment. 

In order to validate the operation of the proposed scheme, we proceed to perform an 

experiment which consists of executing a desired task simulating within the virtual re-

ality environment developed in Unity. The experiment consists of following a desired 

trajectory (Virtual Formation) defined by the user. Figure 9 shows the stroboscopic 

movement captured inside the virtual reality environment, the movement executed be-

tween the UAV and the UGV are shown. 
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Fig. 9.a Top view of motion executed by ro-

bots in the Unity3D environment. 

 
Fig. 9.b. Stroboscopic movement of robots 

in the Unity3D environment on XYZ space. 

 
 

Fig. 9.c.  Stroboscopic motion executed by the robots in the XZY space and XZ plane with 
experimental test. 

Fig. 9. Heterogeneous formation in Unity3D environment. 

 

An experiment is performed to validate the effectiveness of the proposed controller, 

this involves performing a specific tracking task in a physical environment. The exper-

iment consists of performing different tests in a real space, the robot formation has to 

follow a specific route defined by the user. Figure 10 shows the movement performed 

simultaneously by the unmanned aerial vehicle (UAV) and the unmanned ground ve-

hicle (UGV) during the real tests of the cooperative control between the two robots. 

 

 
Fig. 10.a Top view of movement executed by 

the robots in the real environment. 

 
Fig. 10.b. Movement of the robots in the 

real environment seen in XYZ space. 
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Fig. 10. Heterogeneous training between terrestrial and aerial robot in the real environment. 

 

On the other hand, Figure 11 shows the control errors of the desired formation. It can 

be seen how the error ( ) ( ) ( ) ( )
T

x y zt h t h t h t =  p
B  as time progresses approaches 

close to zero, i.e., the centroid of the virtual training follows the desired trajectory. 

Similarly, it can be seen in Figure 12 how the errors ( ) ( ) ( ) ( )
T

t d t t t  =  F
A  

are close zero. In addition, it can be seen how the error of the measured distance be-

tween the aerial robot and the ground robot tends to close to zero, in other words, during 

the experiment the distance between the two robots is maintained at the desired dis-

tance. These two figures show how the centralized control works to accomplish the 

desired virtual training. 

 

 

Fig. 11. Errors of the formation control during the experimental test ( )tp
B . 

 

 

Fig. 12. Errors of the formation control during the experimental test ( )tF
A . 

Figure 13 shows the control errors of the UAV, it can be observed how the error ( )tξ  

is close to zero as the simulation time increases, accomplishing the desired references 

generated by the centralized control. Likewise, it can be seen how the robot complies 

with the desired orientation, in this experiment it was considered that the desired orien-

tation is tangent to the trajectory generated by the centralized control. 
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Fig. 13. UAV control errors ( )tξ . 

 

Finally, Figure 14 shows the behavior of the UGV control errors ( )tη . It is evident 

how the position errors ( )x t  and ( )y t  are close to zero, therefore, the robot follows 

the desired references of the decentralized control to maintain the omnidirectional plat-

form on the XY plane. The desired orientation of the robot is defined as tangent to the 

trajectory generated by the centralized control, and it can be seen that the orientation 

error ( )t  is close to zero, achieving the control objective. 

 
 

Fig. 14. UGV control errors ( )tη . 

7 Conclusions 

The development of a virtual environment in Unity3D for the simulation of control 

schemes is of great help, since it allows to validate and verify the operation and perfor-

mance of autonomous controls for different robots. In addition, as it is an environment 

that allows communication with MATLAB, it is possible to design and implement sev-

eral advanced control strategies for robots, allowing the user to understand and perform 

in the virtual environment in a versatile way to carry out different controller tests. 

Through the results obtained from the simulation in the virtual environment and the 

experiments with the robots, the fulfillment of the following objectives is verified: i) 

the first is to keep the robots in virtual training throughout the trajectory. This virtual 

formation can vary depending on time, which allows execute a variable formation task.; 

and ii) the second objective that is validated is decentralized control, which controls 
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each robot to maintain the formation. In other words, it is possible to verify that the 

formation control errors and the control errors of each robot are close to zero, which 

verifies that the implemented controllers are stable. The main advantage of this scheme 

is that one or more robots can be incorporated into the forma tion scheme, allowing to 

obtain a formation (cooperative) control with multiple robots, and include other types 

of robots for later work, both in aerial and terrestrial cooperative tasks. 
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