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Abstract. In this paper, we propose a model for face detection that works in
both real-time and unstructured environments. For feature extraction, we applied
the HOG (Histograms of Oriented Gradients) technique in a canonical window.
For classification, we used a feed-forward neural network. We tested the per-
formance of the proposed model at detecting faces in sequences of color images.
For this task, we created a database containing color image patches of faces and
background to train the neural network and color images of 320 � 240 to test
the model. The database is available at http://electronica-el.espe.edu.ec/
actividad-estudiantil/face-database/. To achieve real-time, we split the model
into several modules that run in parallel. The proposed model exhibited an
accuracy of 91.4% and demonstrated robustness to changes in illumination, pose
and occlusion. For the tests, we used a 2-core-2.5 GHz PC with 6 GB of RAM
memory, where input frames of 320 � 240 pixels were processed in an average
time of 81 ms.

Keywords: Real-time face detection � Histograms of oriented gradients �
Feed-forward neural networks

1 Introduction

Computer vision consists of a set of algorithms which allow us to analyze the content
of digital images through mathematical models that emulate the human visual system.
Object detection is one of the main problems of computer vision and is the base to
implement algorithms to interpret and understand the dynamic world using color,
grayscale or binary images. Computer vision represents a great challenge, especially
when we try to interpret or understand an image or sequences of images (i.e., video)
automatically. The main applications of computer vision include the identification and
localization of objects in given space, search and tracking of objects for autonomous
robots, and image restoration. Therefore, computer vision is an important field to do
research and object detection is a key topic for developing new algorithms.
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An object detection system is composed of the following modules: image acqui-
sition and preprocessing, feature extraction, classification and refinement of the
detection. The feature extraction problem has been extensively addressed using dif-
ferent methods such as extraction of edges, local binary patterns, segmentation and
blending of color spaces [1–3]. For example, in [4] authors propose the use of local
binary patterns (LBP). Histograms of oriented gradients (HOG) [5] and discrete-time
filters based on the HAAR wavelet transform [6] have also been used. The goal of these
methods is to represent a digital image in a given n-dimensional space of character-
istics. For a given application, we want the feature extractor module to be robust to
changes of illumination, orientation or position [7].

The classification stage implements a decision boundary to separate the different
object classes of a given image. The most common and classical methods for classi-
fication include the use of support vector machines (SVMs), k-nearest neighbors
(kNN), cascade classifiers, and logistic regression. These classifiers combined with the
feature extractors described above work well in images whose background is a
structured or a partially structured environment [8–13]. On the other hand, when the
conditions of the environment change, the performance of the detectors worsen. For
example, in [8–11] the performance of the classifiers is less than 94% and the detection
accuracy of the whole systems is lower than 90%. In [12, 13] the processing time per
image is greater than 200 ms. Additionally, there are other contributions [14–18] that
show a performance over 96% using advanced classifiers such as convolutional neural
networks (CNN). However, for training and testing these detectors, GPUs have been
used to accelerate the computations.

In the literature review presented in this paper, we can see that there exist object
detection models with relatively low computational cost. These models with relatively
simple structure perform well in structured or partially structured environments.
However, when the conditions of the environment change, their performance worsen.
On the other hand, there are complex models that exhibit good performance but
demand of high computational resources to be trained and tested. Therefore, more
research is needed to develop simple object detection models that exhibit both low
computational cost and good performance simultaneously.

In this work, we propose a real-time face detection system for unstructured envi-
ronments. The input to our system is a sequence of images (i.e., video). For feature
extraction, we use the HOG descriptor. For classification, we use a feed-forward
artificial neural network (ANN). We use a 2-core-2.5 GHz PC with 6 GB of RAM
memory to test the proposed model. The algorithm was split into several modules that
run in parallel to achieve real-time processing.

Following this introduction, in Sect. 2 we describe the materials and methods used
for the feature extraction and classification stages. In Sect. 3, we present the experi-
mental results of the complete system. Finally, in Sect. 4 we present the conclusions
and future work.
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2 Materials and Methods

2.1 Materials

As an application case of the proposed model, we considered the problem of face
detection. To address this problem, we took 7117 photographs to create a database of
color images. To train the ANN, we used 5750 color images and the remaining 1367
images were used to validate the system of classification and detection. Out of the 5750
images, 2750 images contain faces with a frontal pose and the remaining 3000 images
are background (Fig. 1). The training images are patches with a size of 64 � 64 pixels.
The images for testing have a size of 640 � 480 pixels. Both sets of images are
represented in the RGB color space and are in the JPG format. These images were
taken from students and staff of the Universidad de las Fuerzas Armadas
ESPE-Ecuador. The age range of the people that were photographed is between 12 to
50 years. This data set is available at http://electronica-el.espe.edu.ec/actividad-
estudiantil/face-database/.

2.2 Face Detection

The first step of the proposed face detection model consists of extracting an image
patch I from the original image. We assume this patch belongs to the class Y2 0; 1f g,
where Y ¼ 1 and Y ¼ 0 represent the face and non-face classes, respectively. The
image patch I is obtained by observing the original image through a canonical window
W ; whose upper left corner is located at the pixel p ¼ ðx; yÞ. Second, from the patch I,
we extract a feature vector X using the HOG technique. Third, the vector X is fed to
classifier w : X ! f0; 1g based on an ANN. Fourth, if the result of wðXÞ is 1, then a
bounding box of the same size as W is placed at p ¼ ðx; yÞ (Fig. 2). Fifth, we shift W to
the pixel pþDp in the original image and repeat the previous steps. The value of Dp
controls the overlapping between adjacent windows. Finally, to deal with objects of
different sizes, we generate a pyramid of images by iteratively resizing the original
image until W contains the object of interest within its limits. In Fig. 3, we show a
pyramid of six images by reducing the size of the original image by a factor of 1.1.

We chose a canonical window W of 64 � 64 pixels. This size is a tradeoff between
the size of the objects that can be detected and the computational cost of the proposed

Fig. 1. Examples of faces.

592 P.S. Aulestia et al.

http://electronica-el.espe.edu.ec/actividad-estudiantil/face-database/
http://electronica-el.espe.edu.ec/actividad-estudiantil/face-database/


system. We assume the proposed system will operate in scenarios where the objects of
interest are located at a maximum distance of 2 m from the camera.

2.3 Histograms of Oriented Gradients

We used the HOG descriptor because it provides information about the orientations of
the edges that dominate each position of the image. This method is also invariant to
changes of illumination, pose and occlusion of the object to detect.

Gradient Calculation: The vertical and horizontal gradients of a pixel p ¼ ðx; yÞ of an
image I are dx ¼ Iðxþ 1; yÞ � Iðx� 1; yÞ and dy ¼ Iðx; yþ 1Þ � Iðx; y� 1Þ, respec-
tively. We calculate the orientation and magnitude of these gradients with hðx; yÞ ¼
arctan dy=dxð Þ and gðx; yÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx2 þ dy2

p
, respectively.

Fig. 2. Illustration of a face detection system, where the faces detected are enclosed in bounding
boxes.

Fig. 3. Pyramid of images obtained by reducing the size of the original image by s = 1.1
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Histogram Calculation: We split the input image I into non-overlapping cells of
8 � 8 pixels each (Fig. 4a). Then, we split the orientation between 0˚ and 180˚ into 9
intervals (Fig. 4b). Next, we calculated the value of the histogram h at the interval k,
h(k), by accumulating the gradients of the cell C using the following equation:

hðkÞ ¼
X

ðx;yÞ2C
wkðx; yÞgðx; yÞ; ð1Þ

where k = 1, 2, …, 9, wkðx; yÞ ¼ 1 if 20 � ðk � 1Þ� hðx; yÞ\20 � k and wkðx; yÞ ¼ 0
otherwise. Next, we concatenated the histograms of each cell inside a block of 2 � 2
cells obtaining thus the vector v0 ¼ h1; . . .; h4ð Þ, where hi, i = 1, 2, 3, and 4, denotes the
histogram of the ith cell in a given block (Fig. 4c). Then we normalized the vector v0

using the L2 norm obtaining the vector v. Finally, to obtain the one-dimensional HOG
vector, we concatenated all the normalized vectors v into the new vector
X ¼ v1; v2; . . .; vnð Þ, where n is the total number of blocks in a patch I. With these
configurations, the length of a HOG vector for an image patch of 64 � 64 pixels is
1764.

2.4 Classification

For the classification stage, we used a feed-forward ANN because this model is a
universal function approximator [19]. The ANN we used in this work has three layers:
input Lð0Þ, hidden Lð1Þ and output Lð2Þ. The hidden layer is composed of m neurons, and
a sigmoid transfer function f ð1Þ. The output layer is composed of a single neuron with a
sigmoid transfer function. This structure can be seen in Fig. 5. The response PðY ¼
1jXÞ of the ANN, for an input X ¼ ðv1; . . .; vnÞ, is given by the following expression:

PðY ¼ 1jX) = f ð2Þ[W ð2Þf ð1Þ(W ð1ÞX + bð1Þ) + bð2Þ], ð2Þ

where PðY ¼ 1jX) denotes the conditional probability that X belongs to a face, W ð1Þ

and W ð2Þ denote the matrices of weights of the layers Lð1Þ and Lð2Þ, respectively, and
bð1Þ denotes the bias vector for neurons of the layer Lð1Þ, and bð2Þ is the bias for the
neuron of the layer Lð2Þ.

Fig. 4. Illustration of the feature extraction stage using the HOG technique: (a) division of the
image patch into non-overlapping cells, (b) histogram of each cell, and (d) feature vector for an
image patch.
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The activation functions that we used in the artificial neural network are f ð1Þ ¼
f ð2Þ ¼ logsigðzÞ ¼ 1=ð1þ e�z Þ. To train the ANN, we created a database with patches
of faces and backgrounds. From these patches, we extracted their corresponding HOG
vectors. If a vector X belongs to a face, we labeled it with Y ¼ 1, otherwise, we labeled
it with Y ¼ 0. In this way, we obtained a training set D ¼ fðX1,Y1),. . .,(XN ,YNÞg
composed of N examples. Then, we use the full-batch back-propagation and the
gradient-descent algorithms to minimize the cost function �ln½PðDjb)], where PðDjb)
denotes the likelihood of the training set D given the parameters b ¼ W ð1Þ;W ð2Þ;

�

bð1Þ; bð2Þg of the ANN [20].

3 Experimental Results

3.1 ANN Training

For training the neural network, we used a training set composed of 5750 image
patches. The hidden layer of the ANN was composed of 4 neurons. With these con-
figurations, we obtained a training error of 0.2% after 100 epochs.

3.2 Validation of the Classification Module

To evaluate the performance of the classifier of the proposed approach, we used 959
images divided in two cases: positive (faces) and negative (non-faces). The ROC
(Receiver Operating Characteristic) curve was used to analyze the results. The AUC
(area under curve) for the classification module has a value of 97.4% (Fig. 6a). The
variation step of the threshold to obtain the ROC curve was of 0.001.

3.3 Validation of the Complete System

The system detects faces at six different scales. The input of the system is a video frame
of 320 � 240 pixels (scale 1). To obtain the remaining 5 scales, we reduced the size of
the original image by a factor of 1.1. For feature extraction, we used a canonical
window of 64 � 64 pixels. The face detection at each scale was done in parallel to

Fig. 5. Architecture of a feed-forward artificial neural network of three layers.
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reduce the computational time and achieve real-time. We tested the system in different
environments to verify the robustness of the proposed approach to changes of illu-
mination, pose and occlusion as shown Fig. 7. The first row shows that the system
detects the faces in different light conditions. In the second row, the faces were detected
even though the light conditions are very low and there are occlusions on the object of
interest.

The performance of the whole system is 91.4% (Fig. 6b). This performance is
lower than the performance of the classification module because the complete system is
composed of an additional module to refine the detections. This module eliminates all
the detections that overlap in more than 10%, except for the one with the highest

Fig. 6. (a) ROC curve of the classification module AUC = 0.97, (b) error rate versus false
positives per image (FPPI) for the whole system.

Fig. 7. Face detection results for different lights conditions: (a) high, (b) moderate (c) medium
with overlapping of faces, (d) medium with occlusion, (e) low, and (f) low, with overlapping
faces.
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probability. Additionally, the performance of the whole system also decreases because
of an increase in the rate of false negatives. This increase of false negatives occurs
because there are faces in the test set that do not fit at any scale within the canonical
window of 64 � 64 pixels.

In Table 1, we show the averages of the time that it takes for each module of the
system to process a video frame. We can see that the average detection time per video
frame is 81 ms. This value shows a relatively high speed compared to other detectors
[14, 18].

These results obtained in this work evidence that our model is robust to changes of
light conditions. Although the detection of the proposed system is limited by the
maximum distance to which the object of interest can be located from the camera, the
system can correctly detect a face, even when there is occlusion. There are several
works that use traditional methods to detect faces, obtaining recognition accuracies
higher than 90% [14–18]. However, most of these works evaluate their systems with
still images and not with video frames. Additionally, some of these works are tested in
highly controlled environments, where the light conditions are roughly the same among
all the test images. Therefore, variations of brightness, which are not a problem for our
system, are a limiting factor for these models.

4 Conclusions and Future Work

In this work, we have presented a real-time object detection system. We used a feature
extractor based on the histograms of oriented gradients. The classifier is a feed-forward
neural network with 4 neurons in the hidden layer and 1 neuron in the output layer. We
tested this system at detecting faces, showing a detection rate of 91.4%. Even though
we used a shallow neural network with only 4 neurons in the hidden layer, we obtained
high performance in unstructured environments that included variations in brightness,
pose and occlusion. We tested the proposed model using not sophisticated computa-
tional resources. The average processing time of the complete algorithm is 81 ms for
each video frame of 320 � 240 pixels. To achieve this speed, we ran the different
scales of detection in parallel, combining high and low level languages (MATLAB and
C++). We also make publicly available the training and testing sets we used for this
work at http://electronica-el.espe.edu.ec/actividad-estudiantil/face-database/. Future

Table 1. Averages of the time of the modules that compose the proposed system.

Step Average time

Search of potential faces at different scales 31 ms
Feature extraction 16 ms
Classification 5 ms
Refinement of the detection 29 ms
Total 81 ms
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work includes testing other classifiers different from neural networks. Additionally, we
will also test the proposed model at detecting other type of objects different from faces.
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