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Abstract — This paper presents a virtual application based on 

the engineering area teaching-learning process for the mobile 

robots cooperative control. The application development is 

basically focus on advanced control algorithms 

implementation in a 3D virtual environment shown in the 

Unity 3D graphic engine, which exchanges information in real 

time using mathematical software improving the control 

strategy. This strategy considers the multiple UAVs 

autonomous navigation in order to perform cooperative tasks. 

Finally, experimental tests that show users’ interaction and 

immersion in the virtual environment are presented while 

doing cooperative navigation tasks. 

Keywords - education strategy; Virtual Reality; cooperative 

control; tasks; feedback. 

I.  INTRODUCTION  

In each generation, new technologies are being 
developed by humanity, what the anglosajones call game 
changers arise: these ideas or products make a difference 
between the past and nowadays means they greatly 
facilitate the performance of an activity, optimize 
processes, and improve playful learning strategies, among 
others. A similar model has emerged with Virtual Reality 
since it allows a person to interact with an artificial three-
dimensional visual environment or another sensory 
environment, to improve the user experience when carrying 
out an activity [1,2]. It also achieves a mental immersion 
state that allows the user to experience a connection 
between the real and virtual world, this connection is given 
by the haptic devices that receive and send information [3]. 
Virtual reality applications immerse the user in different 
areas of skill development, e.g. medicine to perform 
laparoscopic surgery [4], to treat diseases such as 
claustrophobia [5], and even in the future doctor virtual 
consultations could be performed [6,7]; military (Real-time 
military simulation system) [8-10]; industry for the 
relevant data presentation from processes to the choice of 
raw material [11,12]; entertainment as game systems [13], 
and mainly in education as systems that allow improving 
the methodological learning processes for students [14]. 
Therefore, the use of virtual reality to satisfy an educational 
system became a need that must be addressed by 
incorporating several current technologies such as VR and 
ICTs.  

According to UNAM (2018), information and 
communication technologies (ICTs) comprise tools that 
enable the transmission, processing and storage of digitized 
information for their use. Mainly in education they allow 
students to obtain information from different places in the 
world at their fingertips with great fluency. The education 
system creates teaching methodologies that include the use 
of ICTs and virtual reality, incorporating new systematic 
strategies [15,16]. This strategy must satisfy the needs, the 

usefulness and the continuous improvement of education, 
e.g. [15] the impact of incorporating information 
technologies with virtual reality in a possible application 
for automotive engineering is analyzed, expanding the 
research horizon. Another area where teaching strategies 
have been developed is with robotics to immersive and 
collaborative learning support [17]. 

Robotics is also used in education for its continuous 
highly upward development and its innovative teaching 
resource, providing a learning method that allows students 
to create their own knowledge [18], technology challenge 
uses for teaching lies in the economy, educational 
institutions do not have financial resources to implement a 
series of robots for the student skills development, making 
the most suitable and needed tool to implemented a virtual 
reality, which allows to have a  closer virtual experience to 
reality and number of robots is not a problem. 

This paper  developed a virtual reality application 
showed in Unity 3D graphic engine, as a tool to support the 
engineering area learning process that allows to emulate the 
flight of unmanned aerial robots commanded by a 
cooperative controller designed in the mathematical 
software which allows to determine the control mistakes 
that occur when performing a user designed  task. The 
article proposal is summarized in      Fig. 1. 

 
 

Figure 1.    System architecture. 

Five sections are developed in this document. Section 

II describes the system structure, used tools and connection 

levels between Unity 3D and MATLAB programs. Section 

III details the algorithm cooperative control for multiple 

UAVs. Section IV includes the results obtained. The last 

Section V contains the implemented application 

conclusions. 



II. SYSTEM STRUCTURE 

This section describes the educational application 
structural scheme, from the hardware and software used to 
the input and output device management allowing the user 
to really understand the application; the scheme is divided 
into six stages as shown in Fig. 2. 

 

Figure 2.     System structure 

Virtual application development was necessary to create 
a VR environment, which contains 3D environment graphic 
interface elements including typical Unity's Assets such as 
buildings, trees, etc.  on the other hand, the airborne robot 
was exported from a CAD software which allows the UAVs 
design their respective mechanical characteristics among 
the most important are propellers number, chassis, landing 
gear and couplings for the assembly process creating a real 
environment to emulate multiple in the UAVs flight. 
Peculiarities such as gravity, weather and mode to improve 
the user experience in the environment are already pre-
established. The graphical interface allows to observe the 
development that has the cooperative network of air robots 
during the flight and the speeds of UAVs at that time. 

The Scripts contains the codes that allow the interaction 
or bidirectional communication between the virtual devices 
and the Unity 3D graphic engine; and between the software 
that allows the resolution of the MATLAB mathematical 
part and the Unity 3D graphic engine. The bidirectional 
communication is developed based on the DLL (dynamic-
link library) protocol that allows to obtain data of the 
variables that change during the UAVs flight within the 
virtual environment. The relevant variables that will be 
analyzed are speed, orientations and air robot’s location at 
the time.   

The Math software has control algorithms to control  
errors during the UAVs flight which receives the data sent 
by the graphic engine to make calculations and determine 
a new signal of position, orientation and speed for the 
UAVs, these signals are sent to the graphic engine making 
the aerial robots change their conditions obtaining this way 
an application that evolves in the time, in addition it allows 
to obtain graphs of errors making the difference of the 
wished position and the own position of the point of 
interest.   

The Input consists on virtual devices to visualize the 
virtual environment according to the user position. Output 
achieves a mental state immersion that allows the user to 
get a connection with the virtual environment, deploying a 
friendly simulation environment for UAVs flight. 

III. COOPERATIVE CONTROL SCHEME 

This section describes the control structure for the 
application development in order to simulate multiple 
UAVs flight within the immersive and interactive virtual 
environment; it also allows to identify and control errors 
when performing a task designated by the user. The system 
consists of two subsystems as shown in Fig.3. 

 
Figure 3. Multilayer training control scheme 

Taking into account the subsystems functions, the 
application can be divided into two main subsystems: i) 
Virtual Environment-. It determines the user’s tasks to be 
executed by the multiple UAVs in a cooperative job, which 
delimits the number of airborne robots, the initial conditions 
of position and orientation of the UAVs, the training scheme 
that the UAVs will acquire in flight, and the speed that the 
UAVs must take to meet the objective proposed by the user 
in an autonomous manner; In addition, this subsystem 
considers the virtual environment in which the UAVs will 
operate. It should be noted that this subsystem is developed 
in the Unity 3D graphic engine; y ii) Control Algorithm-. 
On the other hand, is developed in MATLAB, mathematical 
software that performs the reception and sending of 
variables (positions, orientations and speeds of the UAVs) 
to the Unity 3D graphic engine by means of DLLs, making 
the UAVs obtain movement within the virtual environment, 
by having access to the variables of the UAVs and the task 
that must be executed by the robots, the error in the positions 
and orientations that are produced at each instant of time is 
calculated by means of controllers. The controllers that were 
necessary to satisfy this need are: cooperative control and 
nonlinear control for each UAV.  

 

 

 

 

 

 

 



1. Cooperative Control 

Cooperative control arises from two aerial robots’ 
formation of which mainly interest is located in distance 
center that separates the UAVs forming a projection 
(position, orientation). To add robots to the formation it is 
necessary to incorporate a physical and virtual robot 
generating a new projection to locate the point of interest. 
The points projections can be seen in Fig. 4, where the 
performed cooperative task is being carried out by 2 robots. 

1, 2
h h .  

Figure 4.   UAVs cooperative control diagram 

The projection is between the robots position 
1

h and
2

h  

which allow to obtain a point  0 0 0

T
p s=n  whose 

components are  position  0 0 0 0, ,
T

x y z=p  that establishes 

the midpoint between the UAVs and the  0 0 0 0, ,
T

d  =s  

where ( )0d  represents the distance between UAVs; while 

( )0 y ( )0  are the angles of orientation with respect to the 

z-axis and y-axis, respectively. The projection determines 
the point that allows to make a difference between position 
and orientation desired (determined by performed task) and 
the position and orientation that the cooperative work has 

at that time 
0n  to later correct the error and generate new 

speeds for the UAVs. The expressions that allow the 
projections to be made are denoted by: 

 ( ) ( ) ( )1
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where 
1 1 1, ,x y z  represent the first airborne robot 

components position; while 
2 2 2, ,x y z  represent the second 

airborne robot components position projection. 

For the scalability process, a virtual robot is added 

(the point obtained from a projection of two robots that 

has a position component and an orientation component) 

for each physical robot, since the projections are made 

by pairs of robots. In Fig. 5 it is proposed that the 

cooperative task is performed by 3 robots, as initial 

projection of 
1

h y
2

h  you get a virtual robot 
v

h  the same 

as the one with position  , ,
T

v v v vx y z=p  and guidance 

 , ,
T

v v v vd  =s  which allow the formation of the two 

UAVs to be fixed with respect to the interest point of. 

The following projection is made by  
3h y 

vh  which 

allow to obtain a point  0 0 0

T
p s=n  the components 

of which are  0 0 0 0, ,
T

x y z=p  and  0 0 0 0, ,
T

d  =s  

described above. This last point allows you to set the 3 

robots formation to perform the cooperative task by 

making the difference between the desired and the 

actual. For the following projections, equation (1) and 

(2) are used with a pair of UAVs. In Fig. 5 we can see 

ih  where is the i-th UAV that can be placed in the 

formation, performing the process described above. 

Taking the time derivative of the forward and the inverse 
kinematics transformations we can obtain the relationship 

between the time variations of ( )th and ( )tn , represented 

by the Jacobian matrix J , which is given by  

( )=n J h h  

and in the inverse way is given by 

( )1−=h J n n  



 

2. Formation Controller 

The top layer in Fig. 3 sends the desired shape and 

position of the formation  
T

d d dp s=n  and its desired 

variations.  
T

d d dp s=n . The formation error is defined 

d= −n n n  as taking the first derivative of time the 

following expression is obtained d= −n n n . Now, by 

defining ( ) 0t =n as a control objective (a system balance 

point), To demonstrate stability, a Lyapunov-based 
controller is proposed. Defining a positively defined 

candidate function as, 1

2
( ) 0T= V n n n . Considering the 

first derivative ( ) T=V n n n  it is replaced d= −n n n  and 

considered  =n Jh , is obtained 

( ) ( )T T

d= = −V n n n n n Jh . In consequence, the proposed 

formation control law is defined as, 

             ( ) ( )( )1 1tanhdt − −= + =h J n K n J n                     

(3) 

where, K it's a diagonal matrix of positive gain. Introducing 

(3) in the time derivative of ( )V n  is obtained, 

                  ( ) ( )tanh 0T= − V n n K n .                          (4) 

As described, the equilibrium point is asymptotically 

stable, i.e. ( ) 0t →n asymptotically. 

 

 

 

 

 

Equation (5) represents the desired velocity vector for 
each UAV, relaxing the assumption of perfect speed 

following is considered a difference ( )t
n

 between desired 

and actual variations as d = −
n

n n where (4) is defined as,  

                  ( ) ( )tanhT T= −
n

V n n n K n                          (5) 

 A sufficient condition to ( )V n  be defined as negative is, 

                       ( )tanhT T
n

n K n n .                            (6) 

For large values of n it can be considered that: 

tanh( ) K n K . While ( )V n will be of definite negative 

only if 
n

K making errors n decrease . For small 

values n , it can be expressed as tanh( ) K n Kn and the 

(6) can be written as min ( )k 
n

n which implies that 

the error n is delimited by,  

                     
min

;     with 0 1
( )k





  

n
n                  (7) 

Therefore, if ( ) 0t 
n

the training error ( )tn is 

ultimately delimited by (7). 

 

 

3. UAV Kinematic Modeling 

This subsection presents the kinematic model of the 
unmanned aerial vehicle (UAV) composed of a vector 
containing four speeds that allow the robot displacement 

Figure 5. Cooperative scalability 



within the three-dimensional , ,X Y Z space with respect to 

the origin R ; its movement is guided by three linear 

speeds lu , nu  y mu  that allow axes movements  , ,l m n   

whereas the angular velocity w  causes the aerial robot to 

rotate relative to the axis Z .The free body diagram of the 
UAV is shown in Fig. 6 

 

Figure 6.  Schematic of the aerial robot 

Each linear and angular velocity is released from the 

gravity center of the UAV, H ; lu  points to the front 

direction; mu  points to the side direction  nu  vertically in 

the direction of the axis Z . The angular velocity w  

revolves around the reference system H

counterclockwise around the axis Z     (considering the top 
view). Therefore, the Cartesian motion of the UAV within 
the three-dimensional space is defined by: 

          

cos( ) sin( ) 0 0

sin( ) cos( ) 0 0

0 0 1 0

0 0 0 1

lx

my

nz

uh

uh

uh
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 
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                                ( ) ( ) ( )t t=h Γ u                                 (8) 

where ( ) nt h  with 4n =  which represents the 

velocity vector in  , ,X Y Z  and the angular velocity 

with respect to the Z ; whereas ( ) nxm Γ  where 

n m=  which represents the motion characteristics of the 

UAV; and the maneuverability of the UAV is denoted by                                          

the vector ( ) nt u .  

4. Control Algorithm for the i-th UAV 

From the formation control the desired positions 

[ ]T

d xd yd zdh h h=h of the UAV with a variation 

[ ]T

d xd yd zdh h h=h are obtained; therefore, the control 

error is defined as ( ) ( ) ( )dt t t= −h h h with its variation in 

time 
d= −h h h . In order to demonstrate stability, a 

Lyapunov-based controller is proposed. Proposing a 

positive candidate function defined as, 1

2
( ) 0T= V h h h . 

Taking the first derivative and replacing 
d= −h h h and 

considering that =h Γu is obtained, ( ) ( )T

d= −V h h h Γu

. The proposed control law for the i-th UAV is defined as, 

( )1 tanh( )d

−= +u Γ h Q h                           (9) 

where, Q is a positive diagonal gain matrix. By introducing 

(9) into the time derivative of ( )V h it is obtained., 

                   ( ) ( )tanh 0T= − V h h Q h                          (10) 

As described, the equilibrium point is asymptotically 

stable, i.e. ( ) 0t →h asymptotically. 

Similar to formation control, if you relax the assumption 

of perfect speed tracking you have to 
d= −u u u where (10) 

is defined as ( ) ( )tanhT T= −V h h u h Q h . Therefore, the 

error h is delimited by,  

                      
min

;     with 0 1
(Q)




  
u

h                  

(11) 

Therefore, if ( ) 0t u the formation error ( )th is 

ultimately bounded by (11)  

IV. RESULTS AND ANALYSIS 

This section presents the results of the virtual application 
oriented to the teaching-learning process for the engineering 
area. In the generated application an immersive 3D virtual 
environment is obtained allowing students to visualize the 
flight of multiple UAVs designated to perform a 
cooperative task. Fig. 7 shows the interface developed in the 
graphic engine which consists of several 3D elements such 
as houses, trees, stadium, mountains, etc., that makes the 
virtual environment friendly. 

 

Figure 7.  Schematic of the aerial robot 

In order to evaluate and validate the performance of the 
controllers, two experimental tests were carried out. First, 
cooperative work was done with two UAVs, where the 
UAVs take off from any initial position as shown in Fig. 8, 
as the emulation progresses over time and the controllers 
perform error correction the UAVs acquire a formation 
pattern (Fig. 9) and maintain the point of interest in the 
center of the distance separating them as explained in 
section III. 



 

Figure 8.  Cooperative work with 2 UAVs, t=5[s]. 

 

Figure 9.  Cooperative work with 2 UAVs, t=10[s]. 

The graph in Fig. 10, presents the results of the 
experiment, it shows the desired task and the task obtained 
by the cooperative work showing that the controllers 
respond correctly and immediately. 

 

Figure 10.  Training trajectory described by UAVs 

The speeds generated by the controller, known as control 

actions, are shown in the graph of the Fig. 11,12. 

 

 
Figure 11.  Linear Velocity of UAVs 

 

Figure 12.  Angular Velocities of UAVs 

For the second experiment, cooperative work was 
carried out with three UAVs, where the following graphs 
were obtained: 

 

Figure 13.  Cooperative work with 3 UAVs, t=5[s] 

 

Figure 14.  Cooperative work with 3 UAVs, t=10[s] 

 

Figure 15.  Training trajectory described by UAVs 



 
Figure 16.  Linear Velocity of UAVs 

 

Figure 17.  Angular Velocities of UAVs 

V. CONCLUSIONS 

In this work an application developed in Unity 3D platform 
was presented, which allows to improve the teaching-
learning process for students in the engineering area while 
visualizing the cooperative work of multiple UAVs. Virtual 
Reality with the Unity 3D graphic engine presents multiple 
benefits such as creating a mental connection between 
students and the virtual environment; furthermore, it allows 
receiving and sending data for monitoring important 
variables such as position, orientation and speed of UAVs. 
The results of the application reflected that the developed 
environment is immersive and the implemented controller 
allows the robots to comply with the monitoring of the task 
designated by the user, leading to zero and asymptotic 
control errors both in training and in position of the UAVs.  
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