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Abstract. This paper is devoted to the study and control of an aerial manipulator robot (AMR) to 

perform tracking tasks autonomously, in order to apply LQR linear system control algorithms and 

application methods in a 3D virtual environment. Prior to obtaining a linearized kinematic model of 

the robotic systems, which allows to perform missions that require both navigation and manipulation 

capabilities in partially structured areas or environments. Through the use of the advanced control 

algorithm, a virtualized environment was developed in a 3D simulator for educational processes as a 

form of testing, which allows to evaluate the movement and evolution of the control errors, both for 

verification and visualization of the RMA behavior. Finally, the stability and robustness of the 

proposed RMA control is tested and experimentally analyzed using the DJI Matrice 600 Pro UAV 

tethered to an anthropomorphic 3DOF robotic arm. Therefore, these results are exposed and discussed 

to validate the proposed controller and ensure its correct operation. 

 
Keywords: Control, linearization, stability and robustness.    

1 Introduction 

In recent years, robotics research has fostered the development of multiple applications focused on 

improving and assisting humans. Its development has expanded in several areas, in order to generate 

sustainable solutions in the fields of industry, education, medicine, training, military fields, among others 

[1, 2].  Therefore, robotics is considered as a support and service tool outside of industry, giving rise to 

service robotics. Service robots are related to the interaction and collaborative work between robots and 

humans, in partially structured environments [2]. In this context, service robotics is intended to provide 

support for activities that may be considered risky for humans. Preventing users from being affected by 

activities in hostile environments, unfamiliar environments and/or repetitive activities that may affect the 

user [3]. The International Federation of Robotics (IFR) defines a service robot as a robot that performs 

useful tasks for humans or equipment to recognize and manipulate objects in different locations and from 

different heights, have locomotion on different types of surfaces, interact with a human, distinguish 

different people, among others [4, 5]. Since there are several areas of work, they have had to adapt to these 

new changes, the educational sector is one of the most influential factors in the process of teaching and 

researching these service robots. [6, 7].  

Prior to service robot research, a wide variety of them have been found, such as domestic service robots, 

professionals and humanoids, these robots are systems designed to perform dangerous tasks as well as 

repetitive activities or Jobs, Therefore, a professional service robot which emphasizes the RMA is 

considered as part of the research, which consists of a robotic arm anchored on a UAV aerial mobile 

platform [8]. UAVs can perform completely autonomous tasks in unstructured spaces and one of their 

most important applications is navigation and localization, but they are limited to perform more complex 

tasks requiring greater precision [9, 10], Similarly, the anthropomorphic 3DOF robotic arm has a very 

versatile configuration, that provide skills when performing tasks in locations that are difficult to access 

or at high risk to humans, the solution proposed for this type of scenario is an autonomous system that 

allows the user to perform physical work remotely in a safe mode [11], by analyzing the limitations of 

each robotic system and combining the advantages of the UAV with the versatility of the anthropomorphic 

3DOF robotic arm, this system can perform reprogrammable handling tasks such as gripping, placing and 

pushing objects in various tasks [12]. They range from conventional serial manipulators to manipulators 

that take advantage of limited displacements of the center of mass and even multiple Degrees of Freedom 

(DOF) [13]. This robotic system is generally characterized by a high degree of redundancy, combining the 

manipulation capability of a fixed-base anthropomorphic 3DOF robotic arm with the navigation of a UAV 

and the localization of various spaces [13].  



 

For the execution of various tasks with RMAs, multiple control strategies have been developed to solve 

positioning tasks, path tracking and trajectory tracking [14]. Which is considered a controller for trajectory 

tracking, based on the direct kinematics of the UAV and the anthropomorphic 3DOF robotic arm, a control 

algorithm is determined for each system that considers as control point the operating end of the robotic 

arm and as inputs the UAV velocities and the angular velocities of the robotic arm [14].   

Thus, an LQR linear system controller is proposed, for control error correction when autonomously 

executing RMA trajectory tracking tasks [15]. It is based on the elaboration of the advanced control 

algorithm on the basis of the mathematical models obtained from the RMA [16]. The proposed LQR 

controller is based on control error dynamics, obtained from the kinematic model of the UAV and the 

anthropomorphic 3DOF robotic arm; i.e., the linearized behavior of the control error during task execution 

is considered. [17, 18]. The LQR controller provides a gain to compensate for errors and disturbances 

during task execution, the stability of the proposed control algorithm is mathematically analyzed, in order 

to evaluate the evolution of control errors in the simulation and experimentation of the robotic system [19, 

20]. 

Whereby graphics engines and 3D simulators are considered, for the validation of research and projects 

developed in virtual environments applied to new industrial or service processes [21, 22].  

To validate the LQR linear system controller proposed in previous paragraphs, the following steps are 

considered: i) Simulation, a 3D simulator will be developed to evaluate the movement of the RMA and 

the evolution of control errors; ii) Controller settings, through the DJI flight software will be developed 

to adjust the parameters of the proposed control algorithm; iii) Experimental tests, several experimental 

tests will be carried out in order to validate the proposed control. In context, learning these robotic 

processes allows familiarization with the industrial environment, domestic among others. It helps to 

generate new knowledge in technological or research areas and thus helps the autonomy of education and 

learning of human beings. This article consists of five sections including the introduction; section 2 details 

the conceptualization of the virtual environment process as a 3D simulation; section 3 presents the 

kinematic model of the UAV and the anthropomorphic 3DOF robotic arm individually for the linearization 

of the system. The proposed control scheme for the RMA is thus specified. Section 4 shows the 

development of the virtual environment in Unity 3D software and analyzes the results in the 

experimentation and simulation part of the RMA virtual environment, which helps to test and validate the 

optimization of the LQR controller in the robotic system. Finally, section 5 presents the conclusions 

obtained from the research work. 

2 Conceptualization of the Process  

To strengthen the teaching-learning process of engineering students and as a simulation tool in RMA 

research, the development of virtual environments is proposed to understand, simulate and design control 

algorithms. It is important to mention that RMAs cover a wide variety of electrical and electronic devices. 

The prices of such a robot are excessive. These robotic systems can be realized by means of graphics 

engines, such as Unity 3D software that helps to check the mathematical model, design of controllers and 

their operation by means of three-dimensional animations. It also includes the experimentation process 

with the DJI Matrice 600 Pro robot anchored to an anthropomorphic 3DOF robotic arm.  

 
2.1 Methodology   

This section presents the methodology to be used as shown in Figure 1, shows the development stages, 

which allow the validation of the proposed control scheme in a 3D virtual simulator. 

Figure 1 presents the methodology of an aerial manipulator robot, which consists of the following stages: 

i) Mathematical model, for obtaining the mathematical model, emphasis is placed on the parameters of 

conceptualization, formulation and validation, in order to achieve direct kinematics of the robotic system, 

allows to represent the handling and navigation characteristics and restrictions of the RMA; ii) Control 

algorithm, based on the dynamics of the control error, obtained from the kinematic model of the RMA; 

i.e., the linearized behavior of the control error during the execution of the autonomous path-following 

task is considered. For control error correction, an LQR controller will be implemented to provide a gain 

to compensate for errors and disturbances during task execution. The stability and robustness of the linear 

systems controller is analyzed, the same that will be used to carry out experimental trials. iii) External 

resources, a Unity 3D software graphics engine is used for virtualization, accessing the simulation of the 

DJI Matrice 600 Pro anchored an anthropomorphic 3DOF Robotic Arm, which will be modeled using 

CAD tools. iv) 3D Simulation, this block simulates the behavior of a robotic system interacting in a 3D 

virtual environment, and is oriented to meaningful learning. The virtualized environment allows validation 



 

of the proposed advanced control algorithm, a control based on the kinematic model to perform 

autonomous tracking tasks, for both the UAV and the anthropomorphic 3DOF robotic arm.   In the same 

way, we implement environments that are as close to reality as possible, to showcase an interactive and 

immersive environment. Finally, there is the last stage; v) Experimentation, testing of the proposed control 

algorithm and validation of the kinematic model for both the real RMA and the virtualized RMA. In order 

to validate the use of virtual environments in meaningful learning processes for new proposals of control 

algorithms. 

 

 
Fig. 1. Methodology for the optimal control algorithm and 3D virtualization of an RMA. 

3 Aerial Manipulator Robot 

The UAV and the anthropomorphic 3DOF robotic arm form a single robotic system described as RMA. 

The robotic system can perform a variety of tasks autonomously, such as handling objects with greater 

precision and performing large-scale work in spaces or places that are difficult for people to access. 

3.1 Modeling  

For the kinematic modeling of a robotic system, the position and velocity of the robot is analyzed, with 

the objective of following a trajectory or positioning itself at some reference point in the plane 𝑅(𝑋, 𝑌, 𝑍). 

 

The type of UAV to which the kinematic model will be applied is a hexacopter (DJI Matrice 600 Pro) of 

six rotating propellers, with four operating speeds: up-down, frontal, lateral and rotational. It is considered 

the point of interest in the center of the UAV, to facilitate modeling. 



 

 
Fig. 2. Aerial Manipulator Robot 

The RMA with its respective kinematic model provides the location of the operating endpoint 

𝐡𝐡 depending on the configuration of the robotic arm and the location of the UAV.  

 

3.1.1. UVA modeling 
The kinematic model of the UAV makes it possible to define the robot's velocities in the workspace <
𝑅 > in function of the robot maneuvering speeds defined in < 𝐻 >, as follows. Control algorithms 

representing nonlinear kinematic models are generated.   

                                                      

[
 
 
 
𝑟̇𝑥
𝑟̇𝑦
𝑟̇𝑧
𝜓̇]

 
 
 

= [

𝑐𝑜𝑠(𝜓) − 𝑠𝑖𝑛( 𝜓) 0 0

𝑠𝑖𝑛(𝜓) 𝑐𝑜𝑠(𝜓) 0 0
0 0 1 0
0 0 0 1

] [

𝑢𝑙

𝑢𝑚

𝑢𝑛

𝜔

]                                         (1) 

 

                                                                                  𝒓̇(𝑡) = 𝜞(𝜓)𝒖(𝑡)                                                     (2) 

where, 𝒓̇ = [𝑟̇𝑥 𝑟̇𝑦 𝑟̇𝑧 𝜓̇]
𝑇
 is the velocity vector in the fixed reference plane 𝑅(𝑋, 𝑌, 𝑍), 𝒖 =

[𝑢𝑙 𝑢𝑚 𝑢𝑛 𝜔]𝑇 presents the vector of the UAV maneuvering speeds, where 𝑢𝑙 is the front control 

linear velocity;𝑢𝑚 is the lateral control linear velocity; 𝑢𝑛linear speed of elevation control and 𝜔 is the 

angular velocity with respect to the axis 𝑁 of the reference system 𝐻(𝐿,𝑀, 𝑁); and 𝜞 is the Jacobian matrix 

of the system that converts the maneuvering velocities into velocities of the fixed reference frame, in this 

case is defined as 𝜞 = 𝑑𝑖𝑎𝑔([𝑹(𝜓) 1]). Where, 𝑹(𝜓) is a rotation matrix around the axis Z of the fixed 

reference system < 𝑅 >.  

 

3.1.2. Modeling of the Robotic Arm. 

3DOF's robotic arm is anchored to the UAV's center of mass, as shown in Figure 2. The position of the 

operating end within the moving reference frame 𝐻(𝐿, 𝑀,𝑁) is defined by 𝒉𝒉 = [ℎ𝑙, ℎ𝑚 , ℎ𝑛]𝑇. Therefore, 

the kinematic model of the 3DOF robotic arm is defined as: 

                                   [

ℎ̇𝑙

ℎ̇𝑚

ℎ̇𝑛

] = [

−𝑆1(𝑙2𝑆2 + 𝑙3𝑆23) 𝐶1(𝑙2𝐶2 + 𝑙3𝐶23) 𝐶1𝑙3𝐶23

𝐶1(𝑙2𝑆2 + 𝑙3𝑆23) 𝑆1(𝑙2𝐶2 + 𝑙3𝐶23) 𝑆1𝑙3𝐶23

0 𝑙2𝑆2 + 𝑙3𝑆23 𝑙3𝑆23

] [
𝑞̇1

𝑞̇2

𝑞̇3

]                          (3) 

where, 𝐶𝛼 = 𝑐𝑜𝑠(𝛼); 𝑆𝛼 = 𝑠𝑖𝑛(𝛼);𝐶𝛼𝛽 = 𝑐𝑜𝑠(𝛼 + 𝛽); and 𝑆𝛼𝛽 = 𝑠𝑖𝑛(𝛼 + 𝛽), 𝑙1, 𝑙2,𝑙3 represent the 

dimensions of the 3DOF robotic arm; 𝑞1, 𝑞2, 𝑞3 are the rotation angles of each degree of freedom of the 

robotic arm. The kinematic model (3) can be represented in matrix form as: 

                                                                𝒉̇𝒉(𝑡) = 𝑱(𝒒)𝒒̇(𝑡)                                                                     (4) 

where, 𝑱(𝒒) ∈ 𝑅𝑚𝑥𝑛 with m n=  represents the Jacobian matrix that transforms the velocities of the 

articulations 𝒒̇(𝑡) at operating end workspace speeds 𝒉̇𝒉(𝑡). 

3.2 Controller Design  

For the implementation of an optimal controller for navigation and handling tasks, LQR control is 

considered for trajectory tracking, which allows tracking a virtual point that varies over time with reference 



 

to the fixed plane < 𝑅 >, Figure 2. In context to perform the linearization of the RMA, it has been 

subdivided into two systems such as the UAV and the 3DOF robotic arm for their respective analysis. 

 

3.2.1. UAV Controller 

Prior to the nonlinear mathematical model, a virtual UAV (desired trajectory) to be followed is considered. 

Therefore, the virtual model is similar to the simplified kinematic model of the UAV (1). 

                                                 

[
 
 
 
𝑟̇𝑥𝑑

𝑟̇𝑦𝑑

𝑟̇𝑧𝑑

𝜓̇𝑑 ]
 
 
 

= [

𝑐𝑜𝑠(𝜓𝑑) −𝑠𝑖𝑛(𝜓𝑑) 0 0

𝑠𝑖𝑛(𝜓𝑑) 𝑐𝑜𝑠(𝜓𝑑) 0 0
0 0 1 0
0 0 0 1

] [

𝑢𝑙𝑑

𝑢𝑚𝑑

𝑢𝑛𝑑

𝜔𝑑

]                                       (5) 

                                                                        𝒓̇𝒅(𝑡) = 𝜞𝒅(𝜓𝒅)𝒖𝒅(𝑡)                                                      (6) 

Where, 𝒓̇𝒅 = [𝑟̇𝑥𝑑 𝑟̇𝑦𝑑 𝑟̇𝑧𝑑 𝜓̇𝑑]
𝑇
is the desired velocity vector, 𝒖𝒅 = [𝑢𝑙𝑑 𝑢𝑚𝑑 𝑢𝑛𝑑 𝜔𝑑]𝑇 

presents the desired maneuvering velocity vector of the UAV. The variables 𝑢𝑙𝑑, 𝑢𝑚𝑑and 𝑢𝑛𝑑 are desired 

linear velocities that are oriented on the axes of the UAV structure with respect to the system < 𝐻 >, 𝜔𝑑 

is considered as the desired rotational speed, and 𝜞𝒅 is the matrix that transforms the desired maneuvering 

velocities into the desired velocities over the fixed reference frame. 

 
Fig. 3. Dynamic error for UAV trajectory tracking. 

The position error of the UAV in reference to the fixed one Figure 3, is determined as follows. 

                                                                               𝒓̃ = 𝒓𝒅 − 𝒓                                                                  (7) 

                                                    𝒓̃ = [𝑟𝑥𝑑 − 𝑟𝑥 𝑟𝑦𝑑 − 𝑟𝑦 𝑟𝑧𝑑 − 𝑟𝑧 𝜓𝑑 − 𝜓]𝑇                                    (8) 

Where, 𝒓̃ = [𝑟̃𝑥 𝑟̃𝑦 𝑟̃𝑧 𝜓̃]
𝑇
 is the vector of errors in < 𝑅 >. Now, for the controller, we obtain the 

dynamics of the error on the moving reference system< 𝐻 >, therefore, the error in the mobile system is 

defined as: 

                                                                             𝒓̃𝒉 = 𝜞−1(𝜓)𝒓̃                                                              (9) 

Where,𝒓̃𝒉 = [𝑟̃𝑙 𝑟̃𝑚 𝑟̃𝑛 𝜓̃]𝑇 is the error vector and 𝜞−1 = 𝑑𝑖𝑎𝑔([𝑹(𝜓)
−1 1]) is the matrix that 

transforms the errors from the moving frame to the fixed frame. Now, in order to obtain the dynamics of 

the error, we derive (9) with respect to time, resulting: 

                                                                              𝒓̇̃𝒉 = 𝜞̇−1𝒓̃ + 𝜞−1 𝒓̇̃                                                    (10) 

Then, substituting (10) 𝒓̇̃ = 𝒓̇𝒅 − 𝒓̇ y 𝒓̃ = 𝜞𝒓̃𝒉  results. 

                                                                      𝒓̇̃𝒉 = 𝜞̇−1𝜞𝒓̃𝒉 + 𝜞−1(𝒓̇𝒅 − 𝒓̇)                                            (11) 

By substituting in 𝒓̇𝒅 y 𝒓̇ in (11) is obtained: 

                                                                   𝒓̇̃𝒉 = 𝜞̇−1𝜞𝒓̃𝒉 + 𝜞−1(𝜞𝒅𝒖𝒅 − 𝜞𝒖)                                       (12) 

The mathematical expression (12) is expressed as follows. 

                                                                      𝒓̇̃𝒉 = 𝜞̇−1𝜞𝒓̃𝒉 + 𝜞−1𝜞𝒅𝒖𝒅 − 𝒖                                          (13) 

Written in a matrix form it results: 

𝒓̇̃𝒉 = −𝜓̇ [

𝑠𝑖𝑛(𝜓) − 𝑐𝑜𝑠(𝜓) 0 0

𝑐𝑜𝑠(𝜓) 𝑠𝑖𝑛(𝜓) 0 0
0 0 0 0
0 0 0 0

] [

𝑐𝑜𝑠(𝜓) − 𝑠𝑖𝑛(𝜓) 0 0

𝑠𝑖𝑛(𝜓) 𝑐𝑜𝑠(𝜓) 0 0
0 0 1 0
0 0 0 1

] [

𝑟̃𝑙
𝑟̃𝑚
𝑟̃𝑛
𝜓̃

] +



 

              

[
 
 
 

𝑐𝑜𝑠(𝜓̃) 𝑠𝑖𝑛(𝜓̃) 0 0

−𝑠𝑖𝑛(𝜓̃) 𝑐𝑜𝑠(𝜓̃) 0 0

0 0 1 0
0 0 0 1]

 
 
 

[

𝑢𝑙𝑑

𝑢𝑚𝑑

𝑢𝑛𝑑

𝜔𝑑

] − [

𝑢𝑙

𝑢𝑚

𝑢𝑛

𝜔

]                                                                   (14) 

Where,  𝜓̃ = 𝜓̃𝑑 − 𝜓̃ is the orientation error. Now, let's consider a perfect follow-up, so if 𝜓̃ ≈ 0 it turns 

out that 𝑐𝑜𝑠(𝜓̃) ≈ 1 and 𝑠𝑖𝑛(𝜓̃) = 𝜓̃. In this way, the dynamics of the error is linearized, resulting in: 

                      𝒓̇̃𝒉 = −𝜓̇ [

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

] [

𝑟̃𝑙
𝑟̃𝑚
𝑟̃𝑛
𝜓̃

] + [

1 𝜓̃ 0 0

−𝜓̃ 1 0 0
0 0 1 0
0 0 0 1

] [

𝑢𝑙𝑑

𝑢𝑚𝑑

𝑢𝑛𝑑

𝜔𝑑

] − [

𝑢𝑙

𝑢𝑚

𝑢𝑛

𝜔

]                               (15) 

As 𝜔 = 𝜓̇ and solving (15) results: 

                                                       𝒓̇̃𝒉 =

[
 
 
 

𝜔𝑟̃𝑚 + 𝑢𝑙𝑑 − 𝑢𝑚𝑑𝜓̃ − 𝑢𝑙

−𝜔𝑟̃𝑙 + 𝑢𝑙𝑑𝜓̃ + 𝑢𝑚𝑑 − 𝑢𝑚

𝑢𝑛𝑑 − 𝑢𝑛

𝜔𝑑 − 𝜔 ]
 
 
 

                                                   (16) 

Now, we obtain a linear model of the error behavior, taking into account that the variation of the velocity 

errors can be written as 𝑢𝑖𝑑 − 𝑢𝑖 = 𝛥𝑢𝑖 for 𝑖 = 𝑙, 𝑚, 𝑛; and 𝜔𝑑 − 𝜔 = 𝛥𝜔, results: 

                                                     

[
 
 
 
 
𝑟̇̃𝑙
𝑟̇̃𝑚
𝑟̇̃𝑛

𝜓̇̃ ]
 
 
 
 

= [

0 𝜔 0 −𝑢𝑚𝑑

−𝜔 0 0 𝑢𝑙𝑑

0 0 0 0
0 0 0 0

] [

𝑟̃𝑙
𝑟̃𝑚
𝑟̃𝑛
𝑟̃𝜓

] + 𝐼 [

𝛥𝑢𝑙

𝛥𝑢𝑚

𝛥𝑢𝑛

𝛥𝜔

]                                  (17) 

The linearized system can be represented as a state model: 

                                                                             𝒓̇̃𝒉 = 𝐴𝒓̃ + 𝐵𝛥𝒖                                                          (18) 

 
Fig. 4. Dynamic error for trajectory tracking of the 3DOF robotic arm 

 

3.2.2. 3DOF robotic arm controller  

Transforming the kinematics of the robotic arm from the moving reference frame to the fixed reference 

frame, by means of pre-multiplication of the rotation matrix 𝑹(𝜓) a (4), results 𝒉̇𝑹 = 𝑹(𝜓)(𝑱(𝒒)𝒒̇). 

Writing in a compact form result: 

                                                                           𝒉̇𝑹(𝑡) = 𝑹(𝜓)𝒉̇𝒉(𝑡)                                                     (19) 

Similarly, the position of the operating end in the fixed reference frame is obtained 

𝐡𝑹 = 𝐑(𝜓)𝐡𝐡 = [ℎ𝑥 , ℎ𝑦, ℎ𝑧]
𝑇
. Like the UAV, it works with error; 

                                                                                    𝒉̃𝑹 = 𝒉𝑹𝒅 − 𝒉𝒉                                                      (20) 

Where, 𝒉𝑹𝒅 is the desired virtual position of the robotic arm measured in the fixed reference frame. Then, 

similar to the UAV the desired trajectory can be represented as 𝒉̇𝑹𝒅(𝑡) = 𝑹𝒅(𝜓𝑑)𝒉̇𝒉𝒅(𝑡), i.e., as a virtual 



 

robotic arm to follow. Now, representing the error of the operating endpoint in the mobile system as 𝒉̃𝒉 =

𝑹−1𝒉̃𝑹 and then deriving with respect to time results: 

                             𝒉̇̃𝒉 = 𝑹̇−1𝒉̃𝑹 + 𝑹−1𝒉̇̃𝑹                                   (21) 

Now, substituting the error in fixed system 𝒉̃𝑹 = 𝑹̃𝒉𝒉 and the derivative of the error 𝒉̇̃𝑹 = 𝒉̇𝑹𝒅 − 𝒉̇𝒉 in 

(20), results: 

                                                     𝒉̇̃𝒉 = 𝑹̇−1𝑹𝒉̃𝒉 + 𝑹−1(𝒉̇𝑹𝒅 − 𝒉̇𝒉)                                        (22) 

As 𝒉̇𝑹𝒅(𝑡) = 𝑹𝒅(𝜓𝑑)𝒉̇𝒉𝒅(𝑡) equation (22), results: 

                                                                  𝒉̇̃𝒉 = 𝑹̇−1𝑹𝒉̃𝒉 + 𝑹−1𝑹𝒅𝒉̇𝒉𝒅 − 𝑹−1𝑹𝒉̇𝒉                               (23) 

Where, 𝑹(𝜓) ∈ 𝑅𝑚𝑥𝑛 with 𝑚 = 𝑛 represents the rotation matrix of the mobile system to the fixed 

reference system;𝒉̃𝒉 = [ℎ̃𝑙, ℎ̃𝑚 , ℎ̃𝑛]
𝑇
 is the error in the mobile system. Substituting the values in (23) and 

applying the same procedure to the UAV, we obtain the error dynamics of the 3DOF arm as a function of 

the operating end velocities in the reference system< 𝐻 >. As shown in Figure 4. 

                                                               𝒉̇̃𝒉 = [

𝜔ℎ̃𝑚 − ℎ̇𝑙 + ℎ̇𝑙𝑑 − ℎ̇𝑚𝑑

−𝜔ℎ̃𝑙 − ℎ̇𝑚 + ℎ̇𝑙𝑑 − ℎ̇𝑚𝑑

ℎ̇𝑛𝑑 − ℎ̇𝑛

]                                             (24) 

Finally, writing the two linear systems obtained (17) and (24) results:    

                                  𝒆̇̃ =

[
 
 
 
 
 
 
 
 
𝑟̇̃𝑙
𝑟̇̃𝑚
𝑟̇̃𝑛

ℎ̇̃𝑙

ℎ̇̃𝑚

ℎ̇̃𝑛

𝑟̇̃𝜓 ]
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 

0 𝜔 0 0 0 0 −𝑢𝑚𝑑

−𝜔 0 0 0 0 0 𝑢𝑙𝑑

0 0 0 0 0 0 0
0 0 0 0 𝜔 0 ℎ̇𝑙𝑑

0 0 0 −𝜔 0 0 ℎ̇𝑚𝑑

0 0 0 0 0 0 0
0 0 0 0 0 0 0 ]

 
 
 
 
 
 
 

[
 
 
 
 
 
 
 
𝑟̃𝑙
𝑟̃𝑚
𝑟̃𝑛

ℎ̃𝑙

ℎ̃𝑚

ℎ̃𝑛

𝑟̃𝜓 ]
 
 
 
 
 
 
 

+ 𝑰

[
 
 
 
 
 
 
 
𝛥𝑢𝑙

𝛥𝑢𝑚

𝛥𝑢𝑛

𝛥ℎ̇𝑙

𝛥ℎ̇𝑚

𝛥ℎ̇𝑛

𝛥𝜔 ]
 
 
 
 
 
 
 

                      (25) 

Compactly written linear system of control errors in the moving frame, it turns out:   

                                                                           𝒆̇̃ = 𝜦𝒆̃ + 𝜷𝜟𝝊                                                              (26) 

3.3 Control Scheme   

The control of an RMA reference in the dimensions, weight and disturbances in the environment, is a 

complex problem if the dimensions and weight of the manipulator are relevant with respect to the weight 

of the platform. 

The proposed control loop on both the UAV and the anthropomorphic 3DOF arm, is handled to find an 

entry of 𝜟𝝊, The error also converges to zero in an optimal way. Whereby a linearized pre-error LQR 

control is proposed and the feedback gain results from the cost functional and the performance index. 

                                                           𝑱𝑭 =
1

2
∫ (𝒆̃(𝑡)

𝑇 𝑄𝒆̃(𝑡) + 𝜟𝝊(𝑡)
𝑇 𝑅𝜟𝝊(𝑡))𝑑𝑡

∞

0
                                                  (27) 

𝑱𝑭 refers to the cost function to be minimized; 𝑸 is a semidefinite quadratic matrix that carries the states 

of the system; 𝑹 is a square matrix containing the error correction actions. The control law defined for 

trajectory tracking by velocities is expressed as follows. 

                                                                              𝒖𝑐 = 𝐾𝒓 + 𝒖𝑟𝑒𝑓                                                       (28) 

Where 𝐾, is the gain resulting from the minimization of the cost functional, the resulting loop feedback is 

as follows. 

                                                                  

[
 
 
 
 
 
 
 
𝑢𝑐𝑙
𝑢𝑐𝑚

𝑢𝑐𝑛

ℎ̇𝑐𝑙

ℎ̇𝑐𝑚

ℎ̇𝑐𝑛

𝜔𝑐 ]
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
𝛥𝑢𝑐𝑙

𝛥𝑢𝑐𝑚

𝛥𝑢𝑐𝑛

𝛥ℎ̇𝑐𝑙

𝛥ℎ̇𝑐𝑚

𝛥ℎ̇𝑐𝑛

𝛥𝜔𝑐 ]
 
 
 
 
 
 
 

+

[
 
 
 
 
 
 
 
 𝑢𝑟𝑒𝑓 𝑐𝑜𝑠(𝜓̃)

𝑢𝑟𝑒𝑓 𝑠𝑖𝑛(𝜓̃)

𝑧̇𝑟𝑒𝑓

ℎ̇𝑐𝑙𝑑

ℎ̇𝑐𝑚𝑑

ℎ̇𝑐𝑛𝑑

𝜔𝑐 ]
 
 
 
 
 
 
 
 

                                        (29) 

𝛥𝒖𝒄 = [𝛥𝑢𝑐𝑙 𝛥𝑢𝑐𝑚 𝛥𝑢𝑐𝑛 𝛥ℎ̇𝑐𝑙 𝛥ℎ̇𝑐𝑚 𝛥ℎ̇𝑐𝑛 𝛥𝜔𝑐]
𝑇 are the optimal compensation velocities for 

path following error correction. The following graph shows the proposed control loop to follow the 

trajectory of a UAV with optimal gain. 

Three optimal speeds for the robotic arm that compensate for error are determined by: 

                                                                  𝒒̇𝒄 = 𝑱−1[ℎ̇𝑐𝑙 ℎ̇𝑐𝑚 ℎ̇𝑐𝑛]𝑇                                                  (30) 



 

Where, 𝒒̇𝒄 = [𝑞̇1𝑐 𝑞̇2𝑐 𝑞̇3𝑐]𝑇 are the maneuverability speeds for the robotic arm joints. While 𝑢𝑐𝑙, 𝑢𝑐𝑚, 

𝑢𝑐𝑛 y 𝜔𝑐 are the three linear velocities and angular velocity of maneuverability of the UAV respectively. 

 
Fig. 5.  Control Diagram of the Aerial Manipulator robot. 

The proposed control algorithm for trajectory tracking, which includes the internal structure of the RMA 

closed loop, as shown in Figure 5. The scheme is based on a two-stage design. The first stage where the 

two systems of the UAV and the anthropomorphic arm are developed the optimal control of compensation 

and kinematics based on the structure of their models, respectively; It is worth mentioning that this stage 

is hosted in Matlab mathematical software for the implementation of an advanced control algorithm and 

simulation of RMA trajectory tracking. In the second stage, the mathematical models (kinematics) that 

allow describing the real movements of the aerial manipulator robot within the 3D simulator are housed; 

In addition, the simulator is equipped with an interactive menu for the user to change the task of the robotic 

system. 

4 Analysis and Results. 

The main objective is to demonstrate the stability and performance of the proposed LQR controller of the 

UAV and the anthropomorphic 3DOF robotic arm in a virtualized environment using the Unity 3D 

platform. Describes the process and the simulation stages that the RMA has undergone with its respective 

optimal control. 

To validate the control of linear LQR systems, an experimental test with the Matrice 600 Pro anchored to 

a 3DOF anthropomorphic robotic arm is proposed [1], Figure 2. The control algorithm is solved in Matlab 

software and the data is sent and received through the communications architecture developed in (26). 

 
Experiment: The experiment consists of defining a desired trajectory to validate the behavior of the RMA, 

several experimental tests are performed, consisting in defining several gains 𝑸 and 𝑹  for the proposed 

cost function. The desired trajectory and parameters for the controller are defined in Table 1 for the 

experiment. Table 2 shows the gains established for the experimental tests, together with the functional 

value obtained during each test. 

 
Table 1: Trajectory and controller parameters for the experiment. 

Parameters Values Parameters Values 
𝑟𝑥𝑑 

𝟖𝒄𝒐𝒔 (𝟎. 𝟑 (
𝒕

𝟑
)) + 𝟓 

𝒖𝒓𝒆𝒇 
√𝒓̇𝒙𝒅

𝟐 + 𝒓̇𝒚𝒅
𝟐  

𝑟𝑦𝑑 
6 𝑠𝑖𝑛 (0.3 (

𝑡

3
)) + 6 

𝝎𝒓𝒆𝒇 (𝑟̇𝑥𝑑𝑟̈𝑦𝑑 − 𝑟̈𝑥𝑑𝑟̇𝑦𝑑)

(𝑟̇𝑥𝑑
2 + 𝑟̇𝑦𝑑

2 )
 

𝑟𝑧𝑑 
0.5 𝑠𝑖𝑛 (1.2 (

𝑡

3
)) + 10 

𝑢𝑙𝑟 (𝑚𝑖𝑛(𝑢𝑟𝑒𝑓) + 𝑚𝑎𝑥(𝑢𝑟𝑒𝑓))/2 

ℎ𝑙 0.25 ℎ̇𝑐𝑙𝑑 
(𝑚𝑖𝑛 (√𝑟̇𝑥

2 + 𝑟̇𝑦
2) + 𝑚𝑎𝑥 (√𝑟̇𝑥

2 + 𝑟̇𝑦
2))

/2 



 

ℎ𝑚 0.2 𝑐𝑜𝑠(0.15𝑡) ℎ̇𝑐𝑚𝑑 
(𝑚𝑖𝑛 (√𝑟̇𝑥

2 + 𝑟̇𝑦
2) + 𝑚𝑎𝑥 (√𝑟̇𝑥

2 + 𝑟̇𝑦
2))

/2 
ℎ𝑛 0.15 𝑐𝑜𝑠(0.15𝑡) − 0.5 ℎ̇𝑐𝑛𝑑 

(𝑚𝑖𝑛 (√𝑟̇𝑥
2 + 𝑟̇𝑦

2) + 𝑚𝑎𝑥 (√𝑟̇𝑥
2 + 𝑟̇𝑦

2))

/2 
𝑟𝜓𝑑 

𝑡𝑎𝑛−1 (
𝑟̇𝑦𝑑

𝑟̇𝑥𝑑
) 

𝝎𝒄 (𝑚𝑖𝑛(𝜔𝑟𝑒𝑓) + 𝑚𝑎𝑥(𝜔𝑟𝑒𝑓))/2 

 
Table 2: Proposed gain values for 𝑱𝑭 and performance index value obtained. 

Gain Values Gai

n 

Values 𝑱𝑭 

𝑸𝟏 𝒅𝒊𝒂𝒈[𝟏 𝟏 𝟏 𝟓 𝟓 𝟓 𝟏] 𝑹𝟏 𝒅𝒊𝒂𝒈[𝟔𝟎𝟎 𝟔𝟎𝟎 𝟔𝟎𝟎 𝟐𝟓𝟎 𝟐𝟓𝟎 𝟐𝟓𝟎 𝟐𝟓𝟎] 1.4894 × 105 

𝑸𝟐 𝒅𝒊𝒂𝒈[𝟏𝟎 𝟏𝟎 𝟏𝟎 𝟐𝟎 𝟐𝟎 𝟐𝟎 𝟏𝟎] 𝑹𝟐 𝒅𝒊𝒂𝒈[𝟓𝟎𝟎 𝟓𝟎𝟎 𝟓𝟎𝟎 𝟓𝟎𝟎 𝟓𝟎𝟎 𝟓𝟎𝟎 𝟓𝟎𝟎] 1.5309 × 105 

𝑸𝟑 𝒅𝒊𝒂𝒈[𝟐𝟎 𝟐𝟎 𝟐𝟎 𝟐𝟎 𝟐𝟎 𝟐𝟎 𝟐𝟎] 𝑹𝟑 𝒅𝒊𝒂𝒈[𝟖𝟎 𝟖𝟎 𝟖𝟎 𝟓𝟎 𝟓𝟎 𝟓𝟎 𝟓𝟎] 1.6539 × 104 

 

4.1 Virtual environment  

As a first part of the tests, the controller is pre-simulated, by simulating the controller in the Virtual Reality 

environment, the gains and parameters of the controller are adjusted. For the simulator, the initial position 

of the aerial manipulator robot is arbitrarily assigned, the desired trajectory is defined and then the 

simulation is executed in conjunction with Matlab and Unity, which has a virtual environment and the 

virtualized robot. Figure 6 shows the physical robot used for the experimental tests and the robot inside 

the virtual environment for the simulation. 

 

 

 

 

 

 

 

 
Fig. 6. Aerial Manipulator Robot (Real and Virtual). 

The virtual reality scenario is similar to the one in which the experimental tests are performed. In Figure 

7. The robot is presented interacting in the real environment and in the virtual environment. As the main 

objective is to follow a trajectory to accomplish that task autonomously. 

  

 

 

 

 



 

 

 
Fig. 7. RMA physical and virtual environment. 

4.2 Experimental tests 

Once the controller gains have been adjusted, the next step is to perform real tests. The experiments are 

performed according to the parameters in Table 1 and Table 2. Three tests are performed to validate the 

operation of the proposed controller, each test consists of assigning different gains to the functional in 

order to obtain an optimum gain 𝐾 to evaluate the robot's behavior. Figure 8 shows the movement of the 

robot in space, the graph corresponds to the experimental test with gain 𝑸𝟑 and 𝑹𝟑 in the cost functional, 

which shows a better performance. It can be observed how the arm and the UAV follow the desired 

trajectory 

 

Fig. 8. Tests during trajectory tracking (Red line: Desired UAV trajectory. Magenta line: desired 

trajectory of the robotic arm. Blue line: Trajectory followed by the UAV. Green line: Tracked path of the 

robotic arm). 

Figure 9 shows the evolution of UAV errors, it can be seen that the best performance is obtained with 

gains 𝑸𝟑 and 𝑹𝟑, (yellow line) as the errors approach zero. While with the earnings of 𝑸𝟏 and 𝑹𝟏 (blue 

line) in the functional, the errors are kept oscillating around zero. And with the earnings of 𝑸𝟐and 𝑹𝟐 

errors approach zero slowly, i.e. error correction is slow. 

 
Fig. 9. UAV tracking control errors related to the map < 𝑅 > 

Finally, Figure 10. It presents the evolution of the robotic arm errors during the experimentation. Similarly, 

the error response with the values of 𝑸𝟑 and 𝑹𝟑 are the best, since it keeps the control errors at zero. 



 

 
Fig. 10. 3DOF robotic arm control errors concerning the moving plane  < 𝐻 >. 

5 Conclusions 

A LQR controller was proposed based on the kinematic model of the aerial manipulator. The linearized 

model of the error behavior is done at the optimal operating points, i.e., how much the control errors 

approach zero. This allowed to obtain a linear model to use the LQR technique to obtain optimal gains for 

the controller. The functional gains 𝑸 and 𝑹 of 𝑱𝑭 allow to adjust the behavior of the robot, i.e., to assign 

weight to errors and control actions. As can be seen in the experiments the behavior of the robot changes 

according to these gains, allowing to obtain the desired behavior for error creation. In addition, the 

implementation of the virtual simulator allows to evaluate the proposed controller to adjust the controller 

parameters, this simulation developed not only allows to evaluate the behavior for this controller, the 

simulator is suitable for evaluating any type of proposed controller. And then perform the actual tests with 

the physical robot, thus avoiding causing damage to the robot during controller tuning. 
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