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Abstract. This paper presents a fine motor rehabilitation system for upper limbs 

by using a virtual reality environment. For this purpose, a glove of stimulating 

bilateral haptic is built, which allows directly to determine the finger’s position 

through flexibility sensors. Also stimulate the medium and ulnar nerves of hand’s 

palm by using vibratory actuators in charge of feedback to contact with virtual 

surfaces. This system is based on bilateral communication between the virtual 

environment in the Unity 3D graphics engine and the haptic glove. It is respon-

sible for analyzing the movements used by the patient and interact with the Ocu-

lus Rift and Leap Motion for an increased immersion of the patient in the virtual 

rehabilitation environment. In addition, it generates vibrating feedback submitted 

to contact with virtual objects. The connection and transmission of data is done 

through wireless technologies in charge of creating a reliable and real time com-

munication. The patient performs exercises based on fine motor rehabilitation 

which they are feedback with haptic glove and validated by algorithms based on 

Euclidean distance. The experimental results show the correct operation of the 

glove and the virtual environments oriented to virtual rehabilitation systems. 
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1 Introduction 

New Technologies have been integrated into the development of innovative systems 

that include different types of user interaction and control prototypes [1].  Haptic tech-

nology is positioned among the most representative tools. In industry Field this tech-

nology has participated in the creation of management and control systems in proto-

types of teleoperated mobile robots [2,3].  Currently the haptic devices have an im-

portant role in medicine. Especially in the implementation of rehabilitation systems 

where the tactile sensitivity and movement are of great importance [4,5]. 

Different studies have determined that the inclusion of haptic devices improve the 

interaction with the user. Providing stimulation to the sense of touch by using force 

feedback [6,7]. This kind of system have been used together with virtual interfaces of 

high immersion for limbs strengthening and recovery of fine motor skills [8]. In the 
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systems of virtual reality to rehabilitation have been integrated infrared cameras or op-

tical tracking sensor. Whose purpose is to provide support in the recovery processes 

[9,10]. These types of components are integrated into different systems for handling 

them, through the analysis of signals obtained from the movement of hands [11,12]. 

For the development of complete platforms dedicated to rehabilitation is incorporate to 

these technologies the use of virtual reality glasses. These devices increase the immer-

sion of virtual rehabilitation system [13].  

Virtual reality represents a great support in the treatment for patients with motor 

problems [14,15]. Virtual environments become an attractive alternative in fine motor 

rehabilitation therapies. As well as providing a motivational system for the patient to 

continue with the treatment [16]. Therefore, new studies have been revealed for the 

creation of treatments through the use of multisensory and high interaction virtual en-

vironments, these studies have been of great benefit in the work of rehabilitation spe-

cialists. The haptic elements, optical tracking and virtual reality glasses have been in-

corporated into virtual reality in the treatment of motor problems, as a result, virtual 

reality is an excellent option by its high innovation and good rehabilitation technique 

[17,18]. 

The implementation of Haptic gloves stands out for its comfort and ease of use; 

through the integration of different sensors, haptic gloves participate in the develop-

ment of multiple applications dedicated to fine motor rehabilitation. The signals pro-

vided by this type of system allow to analyze problems of coordination, weakness and 

muscular rigidity [13-19]. This tool has been included in friendly and immersive virtual 

environments, where the patient interacts in real physical therapy routines with ade-

quate and repetitive exercises, these routines offer an effective recovery of their motor 

skills [20]. The development of haptic gloves for virtual rehabilitation increase the us-

er's domain on this type of interfaces and increase the realism during the interaction 

[21,22].  

Methods based on Virtual Reality provide high-impact rehabilitation systems, under 

clinical experience is possible to demonstrate that strength test and its feedback of upper 

limb-isolated muscles can be useful in the evaluation and recovery of an injury. For 

rehabilitation have focused mainly on motor rehabilitation through movements and 

stimulates which improves the processes of care [23], among the principles of rehabil-

itation should be supported in promoting repetition, task-oriented training, adequate 

feedback and an intuitive and patient-friendly environment [24]. 

Innovative studies present the development of haptic gloves that use different meth-

ods to generate tactile stimuli in user hands. A method is the use of motorized mecha-

nisms to give movement to the joints of the hands. In addition, another prototype that 

has participated in the rehabilitation of the Stroke uses a system of compressed air to 

generate the movement sensation in the fingers. [25-26]. 

This work presents a rehabilitation system for loss of sensitivity and fine motor, 

through the construction of a haptic glove and interaction into a virtual reality environ-

ment. The system integrates virtual activities, which promote a new type of cognitive 

rehabilitation. Thus leaving the traditional processes of therapy with movements of ob-

ject manipulation making clamp, hand extension and joints flexion. The sensory and 

data acquisition system is formed by bending gauges distributed in the phalanges and 
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metacarpals as well as the main points of movement of the hand. In addition, the glove 

has vibrating actuators placed on the middle and ulnar nerves of the palm of the hand. 

These actuators are responsible for providing a stimulating vibratory feedback to con-

tact with surfaces and virtual objects.  The virtual interface is developed in the Unity 

3d graphic engine. This interface allows the interaction of the glove with the patient to 

generate exercises based on skills and surface contact. Finally, communication is done 

through wireless technologies to obtain a real-time and ergonomic data management 

system. 

This paper details the following developmental stages: Section II describes the struc-

ture of the rehabilitation system, the composition of the haptic glove for vibratory stim-

ulation. The development of the virtual rehabilitation environment, multilayer diagram 

of the virtual environment is detailed in section III; section IV contains the results ob-

tained in this work through the rehabilitation system in the virtual environment. Finally, 

section V details the conclusions obtained during the development. 

2 Structure of the System 

The purpose of the proposed system is to improve the fine motor rehabilitation. As well 

as generate vibratory stimulation to each of the upper extremity's fine engine regions, 

depending on the patient's interaction with the surfaces in the virtual environment. The 

system consists of an architecture consisting of two modules that show in structural 

form each of the steps and methods used for the rehabilitation session. Fig. 1, highlights 

each of the essential parts of the interaction process between the interface module and 

the patient module. 

 

Fig. 1. System structure. 
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The communication process is developed in bidirectional form between two mod-

ules, the interface module and the patient module. These modules are constantly com-

municated to monitor the displacement and flexion of the phalanges, metacarpals of the 

hand. As well as generate feedback of haptic vibratory stimulation into the area of af-

fection, generated by interacting with the virtual rehabilitation environment. 

The interface module is comprised of two blocks: the computer is responsible for 

providing the rehabilitation virtual environment to the patient, simultaneously execut-

ing methods and algorithms of data processing to establish a relational logic between 

action and the reaction to each movement. The second element corresponding to the 

interface module is the haptic stimulation glove. This device is fundamental in the pro-

cess due to it performs the sensing function of flexions of hand’s fingers. In addition, it 

provides haptic vibratory feedback in specific points of glove surface that stimulate the 

middle and ulnar nerves of the hand; i.e. The glove is responsible for exercising haptic 

vibratory feedback and monitoring the flexions of fine motor within the system.  Oculus 

Rift generates immersion into the virtual environment. On the other hand, Leap motion 

traces the hand’s displacement that together with the flexion gauges placed into the 

glove. These gauges sense the fingers’s flexion even when Leap motion presents sin-

gularity points, which it does not trace the hand, all together provides a greater immer-

sion of the patient in virtual reality. 

The patient module is formed by three blocks within the rehabilitation process. Vi-

sion is responsible for interpreting the virtual environment by recognizing the shapes, 

profiles and textures. Each one of the images perceived by the eyes are directly sent to 

the neural system which emits a logical meaning to the observed. As well as it estab-

lishes a motor action in the fine motor of the hand to manipulate and interact with the 

virtual environment. At the same time, this module has a vibratory stimulation feedback 

in the hand by using the glove. While the haptic glove has an ergonomic architecture 

between sensing and stimulation systems. It generates an easy-to-use system for patient. 

The glove operation is comprised of three main stages, as shown in Fig. 2, each block 

interacts sequentially and in real time in order to sense the flexions and generate pro-

portional vibrations to the stimulation. 

 

Fig. 2. Composition of the haptic glove. 
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Sensory Stage, the flexion sensing stage of the hand’s phalanges and metacarpals is 

formed by nine flexion gauges located; Four flexion sensors between the medial and 

proximal phalanges in the fingers 2, 3, 4, 5 and five flexion sensors between the proxi-

mal and metacarpals phalanges in the fingers 1, 2, 3, 4, 5 of the hand, as shown in Fig. 

3.  Each one of the hand’s fingers play an important role by its movement composition 

in each of the phalanges and metacarpals, flexion sensors are able to measure the level 

and flexion moment of the joints in each of the fingers. 

 

 

Fig. 3. Location of bending gauges in the glove. 

Stimulation Stage, the stimulation stage is formed by ten vibratory actuators that gen-

erate haptic feedback by using vibratory stimuli proportional to the interaction of pa-

tient with the virtual rehabilitation environment. The vibratory actuators are distributed 

in the ten specific points of the glove that stimulate the median and ulnar nerves of the 

hand’s palm. These nerves are attached to the brachial plexus which is a nerve network 

that is located at the base of the neck and connects the spinal cord with the peripheral 

nerves of the hand. This nerve transmits the information motor and sensory of the upper 

limb as shown in Fig. 4. Each one of the actuators is activated according to the exercise 

and/or interaction of the patient with the virtual environment receiving haptic vibration 

stimulation in these nerves. The vibratory actuators are important in the immersion in 

the virtual rehabilitation environment because their vibratory stimulus in each one of 

the zones produces concentric movements that give the sensation of touching objects 

in the virtual environment. Therefore, the glove generates immersion and interaction 

with the patient, its homogeneous structure and design transform it into an ergonomic 

system and comfort to use. 
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Fig. 4. Location of vibrating actuators and sensory stimulation in the nerves. 

Data acquisition stage, finally, the communication between the virtual environment 

and the haptic glove is developed with the implementation of Xbee wireless technology 

which provides real-time data. As well as eliminates cabling and promotes an ergo-

nomic and immersive system for the patient. This allows a better validation of behavior 

based on data processing protocols. 

 

Fig. 5. Conductive tracks of the glove. 
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On the other hand, the glove presents conductive tracks to acquire the information 

of the gauges flexion and carry the electric impulses towards the vibratory actuators, 

by using conductive wire as shown in Fig. 5. The conductive thread facilitates the 

movement of the hand inside the glove and generates an ergonomic texture in the use 

of the glove on the part of the patient in the rehabilitation. 

3 Virtual Environment with Stimuli Rehabilitation  

The operative scheme of fine motor rehabilitation is developed as a 3D virtual reality 

application that consists of three stages: input and output; virtual environment and 

scripts, as shown in Fig. 6.  

 

Fig. 6. Operative Scheme. 
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The inputs stage consists in bending the hand’s fingers, the signals of the flexion 

gauges generate data see Fig. 7, that are acquired and processed in Matlab. Later trans-

ferred to Unity 3D through TCP/IP communication, the data of resistance variation are 

converted to digital through an ADC are interpreted as flexion angles of the fingers in 

the virtual environment to evaluate the movements of each one of the fingers. In addi-

tion to generate feedback and validate the exercise of rehabilitation by using the Eu-

clidean distance algorithm.  

 

Fig. 7. Signs of flex gauges. 

Each rehabilitation movement generates digital values of each bending gauge and is 

stored in a database, through Matlab evaluates the value of data stored in the database 

and compares it with the value of each finger flexion data in real time using the follow-

ing equation: 

 D(𝐹𝑎, 𝐹𝑟)=√∑ (𝐹𝑎𝑖 − 𝐹𝑟𝑖)
29

𝑖=1   (1) 

where 𝐹𝑎𝑖 is the flexion of each one of the nine gauges stored in the database of each 

rehabilitation exercise and 𝐹𝑟𝑖 is the flexion of each gauge in real time. To finally in-

terpret the Euclidean distance and evaluate it with what type of rehabilitation exercise 

the patient performed and save it in a .txt file to be sent to Unity as a response to the 

type of exercise and to perform the interaction with the patient. 

At the stage of the outputs through the interaction of the hand with the virtual envi-

ronment generates a haptic feedback to the glove. That generates vibrational stimula-

tion in the hand’s palm when interacting with the virtual environment in conjunction 

with Oculus Rift and 360 Audio Surround where the patient experiences greater im-

mersion in the virtual environment. 

In the scripts stage, communication with the input and output devices is imple-

mented, so that the virtual environment performs the required functionality; The APP 
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controller manages the hand movement and interaction with haptic feedback generating 

vibratory stimuli. 

Finally, the virtual environment stage presents 3D environments, which are based 

on generating an immersion in the patient an immersion where the brain does not dis-

tinguish between the real and the virtual to perform the rehabilitation exercise. The 

haptic glove allows the interaction optimally with the virtual environment getting a 

greater immersion of the user. The functionality of the virtual rehabilitation environ-

ment is described through the multilayer scheme, see Fig. 8. This scheme describes the 

interaction between virtual environments, script and hardware; all the components that 

form this system are linking in an orderly manner. Its contents are presented as follows: 

 

 

 Fig. 8. Multi-layer diagram.  
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Layer 1. This layer defines the materials and resources needed to be used in the design 

process. For the resources selection was necessary criteria of design and planning for 

the elaboration of an effective recreational and multisensory system for fine motor re-

habilitation. Among these materials you have: images, colors, audio, textures and basic 

figures, in addition, molds and hand templates were chosen with striking and real fea-

tures, which will contribute to the creation of high quality virtual models. 

Layer 2. This layer describes the process of 3d objects creation through specialized 

design software for modeling such as: 3Dmax and Blender among others. Virtual ob-

jects are built using selected resources from the previous layer, which are given shape 

and realism through mesh and texturing implementation. When the 3d hand model is 

implemented, it is necessary to create a set of bones and joints, with the motive of giving 

an adequate movement that overlap to the movement of a real hand. These elements 

will be strategically ordered with hierarchies and inheritances. Which allow much more 

realistic movements, finally the design is completed by placing all the bones and artic-

ulations created within the virtual hand model see Fig. 9. 

 

 

Fig. 9. Virtual Hand. 

Layer 3. In this layer all virtual objects are imported into the Unity 3d graphic engine. 

This tool integrates all the elements created previously with the development and im-

plementation of virtual environments. The graphical engine creates a new texture of 

virtual objects, which together with their movement show interactive scenarios, with 

high immersion and real-time functionality. In addition, in this process the virtual ob-

jects are linked with script components to give the operation mechanics and allow the 

interaction with the tasks presented during the rehabilitation sessions see Fig. 10. The 

main virtual element that participates in the execution of the tasks is the 3D hand model, 

which allows to interact with the proposed objectives and to carry out routines of reha-

bilitation exercises within a high immersion system. 
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Fig. 10. Game of Rehabilitation. 

Layer 4. The layer indicates the relationship between script and interaction within the 

virtual environments by means of the interface, giving the functionality to the rehabil-

itation system. They run a script that allows the selection of routine of rehabilitation 

exercises. As well as manage the actions and information in real time within the appli-

cation execution. In the development of the proposed tasks through scripts generates 

relevant information for therapies such as: number of successes and failures, the time 

to finish each task, and characteristic signals of the movements used in fine motor. All 

data generated in this process will be analyzed and evaluated by a specialist. 

Layer 5. This layer links the main hardware component, the haptic glove, which per-

forms a digital signals exchange, sending the hand real movements towards the virtual 

environment and receiving interaction in the form of haptic stimulation when activating 

the colliders while manipulating virtual objects. Through this interaction the system 

obtains a multisensory characteristic, this hardware component creates a feedback loop 

between the virtual environment and the sense of touch at levels of vibratory haptic 

stimulation, allowing the user to interact and feel real-time events occurring during the 

use of the rehabilitation system see Fig. 11. 
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Fig. 11. Levels of vibratory stimulation, where the vibratory actuators 3 and 4 intervene when 

interacting with the virtual object.  

4 Experimental Results 

One of the relevant factors is that the patient, having tactile sensations of what he 

touches in the virtual rehabilitation environment, his tactile haptic feedback causes the 

nerves of the hand to begin to generate stimuli to the brain that helps in the rehabilitation 

since the problems of fine motor skills are caused by difficulties in coordination. There-

fore, this section presents some of the results obtained from the virtual application de-

veloped, aimed at patient rehabilitation in order to exercise fine motor skills, sensitivity 

and coordination of movements according to the type of game selected. In Fig. 12, it 

shows the immersion of the patient in the virtual environment, to perform fine motor 

rehabilitation therapy. The applications performed stimulate the patient in a visual, tac-

tile and auditory way allowing the interaction with the environment to be as real as 

possible, that is, the patient is immersed in animations, sounds and vibratory stimuli 

depending on the selected environment for which Oculus Rift, hearing aids and haptic 

glove are used. 
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Fig. 12. Virtual reality patient immersion. 

As described in Fig. 13, shows the developed application consisting of a virtual menu 

with two games for the patient to select the environment according to the type of reha-

bilitation that he wishes to perform. It should be noted that in each of the virtual envi-

ronments the control algorithm used (Euclidean distance) is considered, which allows 

a real-time response to the type of exercise performed by the patient based on the data 

processed from the gauges and treated in Matlab. 

 

 

Fig. 13. Menú of virtual rehab. 
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The first game considers a virtual environment with the purpose of destroying stones 

and passing rings, the same ones that reach the patient in a direct and friendly way by 

means of which using the specific exercises fist and extension will validate the affection 

and ability of the patient, see Fig. 14. 

 
(a) Fist exercise, in which stones are broken when performing the exercise correctly. 

  
(b) Extension exercise, in which vibratory haptic vibration is received when 

passing the ring and doing the exercise correctly. 

Fig. 14. Expecific hand rehab. 
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When the patient correctly performs the fist exercise see Fig. 14 (a), the stone ex-

plodes and all the actuators vibrate, so that the haptic glove stimulates the patient's 

hand, activating all the actuators according to the intensity of the impact (fist-stone); 

On the other hand, the hand extension exercise, see Fig. 14 (b), when performed cor-

rectly when the hand passes through the ring, the actuators of the haptic glove are acti-

vated sequentially with the hand passing through the ring. 

In the second game it is oriented to the complete rehabilitation therapy, by means of 

repetition of the exercises of grip, flexion, fist and extension, when performing each of 

the exercises correctly, activate the laser that collides with the specific avatar with each 

exercise, activating the actuators of the haptic glove, to finally visualize in an indicator 

that the exercise of the therapy was performed correctly see Fig. 15. 

 

 
(a) Pin exercise, when doing the exercise well, lightning occurs. 

 
(b) Flexion exercise, exercise is performed correctly and lightning is generated. 
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(c) When doing the fist rehabilitation exercise the beam is generated towards the avatar. 

 
(d) Extension exercise, by doing it correctly the lightning occurs. 

Fig. 15.  Complete hand rehab. 

The result of system usability is presented. Eight children between 10 and 23 years 

old completed the SEQ survey. The outcomes (56 ± 0.42) in Table I are according to 

[27]. If SEQ result is within a range of 40-65, the application is considered for rehabil-

itation. This result indicates that the virtual system has acceptance to be used in reha-

bilitation. 
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Table 1. SEQ Mean and Standard Deviation 

Questions 

Results 

(N=8) 

Means SD 

Q1. How much did you enjoy your experience with the system? 4,63 0,48 

Q2. How much did you sense to be in the environment of the system? 4,75 0,43 

Q3. How successful were you in the system? 4,5 0,71 

Q4. To what extent were you able to control the system? 3.5 0,71 

Q5. How real is the virtual environment of the system? 3,88 0,78 

Q6. Is the information provided by the system clear? 4,38 0,69 

Q7. Did you feel discomfort during your experience with the system? 4,5 0,71 

Q8. Did you experience dizziness or nausea during your practice with the sys-

tem? 4,63 0,69 

Q9. Did you experience eye discomfort during your practice with the system? 4,88 0,33 

Q10. Did you feel confused or disoriented during your experience with the 

system? 4 0,71 

Q11. Do you think that this system will be helpful for your rehabilitation? 4,13 0,59 

Q12. Did you find the task difficult? 4,63 0,48 

Q13. Did you find the devices of the system difficult to use? 3,63 0,69 

GLOBAL SCORE(Total) 56 0,42 

 

5 Conclusions 

The results in the system of fine motor rehabilitation for extremities through virtual 

reality environments is an acceptable method for rehabilitation according to the SEQ 

survey with results (56 ± 0.42), the rehabilitation system shows good experience when 

interacting in virtual reality environments, which allow patients to overcome problems 

in the affected areas. The haptic stimulation provided by the vibratory actuators towards 

the hand generates a tactile response when we manipulate a virtual object, with the aim 

of creating an attraction and realism for the patient using intuitive graphic environments 

that allow the development of their sensitivity while the patient recovers from your 

condition.  
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