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Abstract—For target tracking when UAV's operate in indoor
environments, they present difficulties when using the GPS
signal. One of the solutions to this type of problem is visual
feedback through a camera on board the aircraft. In this work
we developed two types of controllers a classic PID and a
controller that uses the kinematic model of the UAV that
allows to make the tracking of a defined pattern in space
within indoor environments, both controllers receive a visual
feedback through a camera on board the UAV that by means
of a calibration estimates the distances of the UAV with respect
to the pattern in each of its axes, finally a comparison of results
is made and it is determined that the controller with kinematic
model presents an error less than 5% for each axis in
trajectories greater than one meter being the most optimal in
this work.

Keywords-UAV; controllers; visual; image; position; PID;
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L INTRODUCTION

Unmanned Aerial Vehicles (UAVs) are aircraft capable
of autonomously maintaining a stable and controlled flight
level. These aircraft have different configurations and design
characteristics such as size, weight, among others, the UAV's
have sensors, controllers and communication equipment to
establish their course and trajectory. Currently, they have
been equipped with specialized equipment that allows them
to perform tasks in the forestry, agricultural, -civil
engineering, and architectural areas, among others. It is
worth noting that one area where they have had the greatest
impact in recent years is in security and defense, where
projects have been developed for intruder detection, tracking
of targets and people, among others [1].

The most common disadvantages that occur during the
flight of a UAV are: impacts with obstacles, crashes due to
loss of communication, destabilization by wind gusts, this
occurs mainly because of being in unstructured environments;
on the other hand, there is the loss of trajectory due to
communication failures with the Global Positioning System
(GPS), etc. In order to mitigate these problems, UAV's are
equipped with sensors that manage the positioning of the
aircraft in space, among the most well-known are laser
sensors, altimeters and high sensitivity GPS receivers. In
small range platforms the implementation of this type of
sensors is restricted by its volume and weight leaving this
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equipment with a limited capacity of an autonomous flight,
the main application of these drones are the flights in internal
or closed spaces, in this environment the GPS presents
problems of multiple reception of the same signal,
attenuations, among others [2].

An alternative to perform an autonomous flight is the
visual feedback control or visual servoing of robotic systems
that consists in the fusion of kinematics, dynamics and
computer vision of the robot to control its movement
efficiently [3]. This control is classified in two groups,
Position Based Control (PBVS) and Image Based Control
(IBVS) [4]. The IBVS with camera mounted on the UAV is
implemented with a closed loop algorithm that controls the
position and orientation of the aircraft and the position of the
target, thus being a real time computer vision system, to land
the UAV in a known landing point, through corner detection
and the corresponding match [5]. There is also the use of
advanced controls [6], in which the implementation of a
fuzzy logic control achieves object tracking, route tracking
and obstacle avoidance, obtaining results with great
efficiency in the control, detecting fixed and mobile objects,
providing a very useful tool when it is required to detect
objects with established and defined characteristics [7-8].
The tracking of objects by means of a pan-tilt camera
achieves the position and orientation with the least possible
error, and the use of backward techniques makes the
controller respond with a uniform tracking [9]. Other
algorithms based on detection and monocular processing that
detect the obstacles according to the physical size where they
are located allow to determine what is the probability of an
approach or impact, so that the controller implemented in the
computer executes a control action to the UAV to avoid
contact with the obstacle [10-14].

The wuse of this technology has allowed the
implementation of positioning controllers by means of
cameras as a feedback element, as in the work developed at
Lin that requires precise image segmentation so that the
UAYV can follow an object or a master image in a disordered
environment. To solve this problem, the method of corner
detection and comparison of rectangular templates is used, in
which a fixed threshold is used to compare a target image
with a previously stored template as in the work developed
by Nex [15] and Pestana [16]. The squaring of points
through the camera mounted in the UAV allows the control
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system to consider the current position of the object, based
on this the system has the coordinates of the object in
movement, allowing to follow it and keep it in the reference
points in a new coordinate, the same that based on the
decisions of the controller is the one that executes the control
actions and it is possible to reach the reference in the shortest
time. [17-19].

In the present work a position control based on images is
developed, in which the characteristics of a defined pattern
captured by the already incorporated camera of a UAV are
selected and tracked, which are transformed into spatial
positions that serve as feedback from two controllers, a
classic PID and inverse Jacobian that is based on the
kinematic model of the platform, These in turn determine the
appropriate speeds that are sent to the aircraft engines
allowing it to move in its three axes compensating for the
displacement of the UAV with respect to the movement of
the pattern to finally position itself in front of the target
operating indoors. The results obtained are statistically
analyzed in order to obtain a response with an error between
a range of +5 % for linear trajectories higher than 1 meter in
the different axes of movement of both controllers verifying
the effectiveness of each of them.

This article is divided in the first section consists of the
introduction, the second the development of the controllers,
the third the experimentation, the fourth the presentation of
the results, the fifth the conclusions and ending with the
future work.

IL.

The development of the controller covers the following
stages: (a) calibration of the on-board camera of the aircraft,
(b) development of the classical PID controller and (c)
development of the controller by the reverse Jacobin. Figure
1 shows the composition of the system.
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Figure 1. General schema of the system.

The movement of the UAV takes into account the mobile
reference system of the UAV, which will have no relation to
the fixed reference ), 0 that represents the Earth's surface.
Figure 2 shows how the UAV performs an image-based
tracking control by positioning itself against the reference
pattern when it moves in space.

To verify this proposal, an unmanned aerial vehicle of the
DJ-Tello series is used, which among its features implements
an open communication library compatible with Python, the
image feedback is done in OpenCV and the pattern to be
identified will be an Aruco binary marker that is defined as a
synthetic square composed of a black border and an internal
binary matrix that determines its identifier (id). As shown in
Figure 3.
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Figure 2. Space trajectories described by the UAV when tracking the
pattern.

Figure 3. Pattern provided by the Aruco bookstore, necessary for the
rotation and objective translation matrices of the UAV.

A. Calibration

This process consists of obtaining the intrinsic and
extrinsic values of the camera to position the pattern in the
center of the focus frame, for this purpose a 10x7 frame
binary calibration image is used, the dimensions of each
frame are 30x30mm this image is photographed at different
angles as shown in figure 4. The parameters obtained are
shown in Figure 5 with which the centering of the image
was obtained as shown in Figure 6.

Figure 4. Photographs taken with the dron dj Tello to obtain the intrinsic
and extrinsic parameters of the camera.
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Then, the system adjusts the rotation matrix that

corresponds to the rotation angles in each axis known as yaw,

pitch and roll and the translation matrix that takes care of the
displacements in the X, Y, Z axes. The result of its correct
operation can be seen in figure 7 where panel a) is a shot
from a camera external to the system and shows how the
UAYV is 500 mm from the pattern and panel b) shows the
axes drawn in the pattern as seen from the aerial platform
camera.
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Figure 5. Parameters of the dron djTello camera after calibration.

Figure 6. Position axes drawn on the aruco-maker (Red X-axis, Green Y-
axis, Blue Z-axis).

B. Development of the Classic PID Controller

A Derivative Integral Proportional Control (PID) is a
control mechanism that calculates the error that exists
between a sensed or measured value and a desired value,
where the proportional value depends on the actual error, the
integral of the previous error and the derivative a prediction
of future errors.

This controller is defined by Equation 1:

vel(t) = K,e(t) + K; f e(t)dt + Kae(t) )
Where K,,K;K; are the Proportional, integral and

derivative constants respectively and e(t) represents in this
process the error that will exist in each axis.
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(b)
Figure 7. UAV positioned 500mm from the aruco-maker and showing the
image axes.

In this case this controller will adjust the speeds in order
to keep the pattern in focus. The diagram in Figure 8
explains how this process is performed.
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Figure 8. Position control diagram for the UAV using PID technique.

C. Development of the Reverse Jacobian Controller

The law of control by Jacobiana Inversa is a mechanism
commonly used in platforms that require to control their
position or displacement, this controller is based on the
kinematic model of the system to control that takes into
account the point of interest of the whole plant, in this case
the point of interest is the optical center of the camera on
board the UAV.

Knowing that the kinematic model of the UAV is
represented by the Jacobian matrix of Equation 2:

J

cos(p) —sin(p) 0 acsin(ep)

sin(p) cos(p) 0 a.cos(p) )
0 0 1 0
0 0 0 1

Where ¢ is the angle of rotation in the UAV Y-axis in
relation to the image and a. is the distance between the
optical centre of the UAV camera and the geometric centre
of the UAV in millimetres.

For the calculation of control speeds it is necessary to
invert the Jacobian together with the error matrix of Equation
3:
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Where E, ,E,, E, are the translation errors (X, Y, Z) and
E, the rotation error (W):

Once you have described all the matrices needed to
calculate the controller speeds, you have the expression of
Equation 4:

vel =] 1xk
* tanh (Error) (4)
Where k represents the gain matrix for each axis of
motion of the UAV.
The diagram in Figure 9 below shows how the UAV
works by calculating the inverse Jacobian.
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Figure 9. Position control diagram for the UAV by calculating the inverse
Jacobian.

III.

In order to compare the behaviour of the controllers, the
following experiment was carried out, which consists of
moving the pattern over a path of y=x, the distance travelled
will be 1 metre in 8 seconds.

A. UAV with PID Control

Under the conditions described in the experiment, the
PID controller is tuned using the limit gain technique, where
the K gain value is raised until it has an error in a stable state,
which is decreased by raising the integration constant until a
very small error is obtained and avoiding generating
oscillations in the system. If oscillations occur in the process,
these are compensated by entering a derivation constant in
the controller thus obtaining the constants Kp, Ki and Kd for
each of the axes to be controlled which are shown in table I.
When applying these constants, the response of this
controller can be seen in Figure 10.

From this experiment it can be seen that the displacement
in the Z axis (blue) has a pulse envelope of 10% and then it
presents oscillations during all its travel, in the X axis (red) it
is observed that it has a pulse envelope around 5% and
similar that in the Z axis it presents oscillations during all its
travel, in the Y axis (green) in spite of not existing a pulse

EXPERIMENTATION

envelope it presents more notorious oscillations from the
beginning of its trajectory.

TABLE I. CLASSIC PID CONTROL TUNING CONSTANTS FOR EACH AXIS

Axis kp ki kd
x 1,50 0,005 0
y 3,00 0,009 0
z 1,25 0,004 0
w 0,10 0,001 0
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Figure 10. Errors in centimeters of the X, Y, Z axes of the UAV using the
PID controller.

B. Control by Jacobian Calculation

For the following experiment the control is based on the
Jacobian matrix described in Equation 2. From this process
the constants are extracted from the gain matrix shown in
Equation 5 in reference to the parameters of the experiment.

k
0.500 0 0 0
_ 0 1.000 0 0
B 0 0 1.000 0 ®)
0 0 0 0.250

This gain matrix is obtained from an identity matrix of
the same dimensions as the Jacobian matrix of the system, by
means of an adjustment of small increments and decrements
of the main diagonal the matrix is tuned to obtain the
minimum error in the flight trajectories, it is important to
emphasize that this process is experimental.

From this experimentation it can be observed that the
displacement in the Z axis (blue) does not present any
impulse and in spite of the delay in reaching the desired
position it remains almost stable during the whole trajectory,
in the X axis (red) it can be observed that it has a impulse
around 5% but it reaches its desired position quickly, the
error in the Y axis (green) similar to that of the Z axis takes
time to reach its desired position but in doing so it remains
almost stable during the rest of the trajectory in Figure 11.
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Figure 11. Errors in centimeters of the X, Y, Z axes of the UAV with
inverse Jacobian calculation.

IV. RESULTS

The results obtained by comparing these two controllers
are described below:

A. Position Errors on the X Axis

Considering as a reference the yellow line in Figure 12
you can see the errors in the X axis using a PID controller
(blue line) compared with a controller calculating its
Jacobian inverse (red line), you can see that the action time
of the Jacobian controller is greater with respect to the PID,
because the error decreases with greater speed, it is also
appreciated that the error to stabilize is less than with the PID
controller. The error obtained in the first case is 4% while in
the second is 3% both on the scale of 100 cm, the setting
time is 25 seconds and 10 seconds respectively.

Position UAV trajectory 7=

Desieed Value X
— Error X JACOBLANO (cm)
= Error X PID {ca)

Error (cm)

5
Time (3)

Figure 12. Comparison of errors in the X Axis by PID controller and
Jacobian controller.

B. Position Errors on the Y Axis

Similarly considering as a reference the yellow line in
Figure 13 you can see the errors in the Y axis using a PID
controller (blue line color) compared with a controller
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calculating its Jacobiana inverse (red line color), where the
PID controller presents a very large error in the first 15
seconds of testing, This is due to the fact that the UAV never
reaches the height of the image in all its path, in comparison
with the Jacobian controller it is appreciated that the error of
positioning in the Y axis is smaller, although it never gets to
stabilize because the image is in constant movement. The
error obtained in the first case is in the range of 5% while in
the second is 3% both on the scale of 100cm, the setting time
is 25 seconds and 20 seconds respectively.

Pasition UAV trajectory y=x

Desired Value ¥
—— Erxor ¥ JACOBIAND fom)
~— Erxor ¥ PID jcm)

Error (cm)

Time (5)

Figure 13. Comparison of Y-axis errors using PID controller and Jacobian
controller.

Position UAV trajectory y=x

Desined Value
| —— Errur Z JACOBIANG (cm}
~— Error Z PID {cm)

Error (cm)

[ s E]

o
Time (2)

Figure 14. Comparison of errors in the Z axis by PID controller and
Jacobian controller.

C. Position Errors on the Z Axis

Finally taking into account the yellow line reference in
Figure 14 you can see the errors in the Z axis using a PID
controller (blue line) compared to a controller calculating its
Jacobin inverse (red line), when testing with the PID
controller the positioning of the UAV acts faster with respect
to the Jacobin control, On the other hand it can be seen how
the error signal of the PID controller does not stabilize even
though there is no movement of the pattern, on the contrary
the Jacobin controller, despite the time it takes to position
itself, stabilizes and has very small errors. The error obtained
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in the first case is in the range of 8% while in the second case
it is 2% both in the 100 cm scale, the adjustment time will be
25 and 20 seconds respectively.

V.

After the experiments and the data analysis it can be
determined that a Jacobian type controller presents better
characteristics than a classic PID controller, because the
errors are lower than 5% in each of its axes in a scale of 100
cm for trajectories higher than 1 meter, even though the
stabilization times are higher, additionally by the dynamics,
the UAV can only rotate in the Z axis, that is, rotation in yaw
with respect to the image. This means that all Y (pitch) and
X (roll) rotation axes are eliminated for control purposes.

CONCLUSIONS

VL

As a complement to this study, the analysis of the
communication speeds between the UAV and the computer
is proposed in order to improve the efficiency of the
controller. Additionally, this comparative study can be
extended to the analysis of intelligent controllers.
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